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Aeroacoustic Impact of Propeller Tip Geometry on Low
Reynolds Number UAV Propellers

Marco Alberto ∗ and Con Doolan †

University of New South Wales, Kensington, NSW, 2052

The popularity of unmanned aerial vehicles (UAVs) has taken off in the past decade and
as a result, small-scale propeller noise has been thrust into the spotlight. This paper aims
to investigate the noise production of small-scale propellers and reduce the noise produced
by modifying propeller tip geometry, primarily using proplets. Through an experimental
approach combined with a numerical model, two 11 x 6" propellers were designed, 3D printed,
and then tested in an acoustic wind tunnel under dynamic flow conditions of 10 𝑚/𝑠. The
results presented in this paper show that the proplets have an overall positive effect on the
noise produced, with a sound pressure level difference of 1.63 dB(A) observed at 6850 RPM.
The differences were primarily due to reductions in tone noise, while the proplets tended
to have a lesser effect on broadband noise. These results show the viability of proplets as a
method of reducing UAV propeller noise, while also prompting further investigation into thrust
generation, efficiency, and the effect of proplet design parameters.

I. Nomenclature

𝑐𝑛 = Fourier coefficients
𝑐𝑜 = Speed of sound at an observer, 𝑚/𝑠
𝑓𝐷 = Drag force, 𝑁
𝑓𝑖 = Normalised frequency, 𝐻𝑧

𝑓𝐿 = Lift force, 𝑁
ℎ = Blade thickness, 𝑚
𝑘𝑥 = Chord-wise wave number
𝑙𝑤 = Proplet length, 𝑚𝑚

𝑛 = Blade passing frequency number
𝑟 = Radial position
𝑟𝑒 = Propagation distance, 𝑚
𝑟𝑤 = Proplet radius, 𝑚𝑚

𝑧 = Vertical position, 𝑚
𝐵 = Number of propeller blades
𝐹𝑖 = Spectral function
𝐿 = Turbulent length, 𝑚
𝑀 = Mach number
𝑅 = Propeller tip radius, 𝑚
𝑅𝑒 = Reynolds number
𝑈∞ = Free stream flow velocity, 𝑚/𝑠
𝑉 = Blade volume, 𝑚3

𝑉 𝑗 = Displaced volume, 𝑚3

Ω = Rotational speed, 𝑟𝑒𝑣/𝑚𝑖𝑛
𝜔 = Angular velocity, 𝑟𝑎𝑑/𝑠
𝜙𝑏 = Blend angle, 𝑑𝑒𝑔
𝜌𝑜 = Density at an observer, 𝑘𝑔/𝑚3
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II. Introduction

The presence of unmanned aerial vehicles (UAVs), commonly referred to as drones, in use worldwide has dramatically
increased since the turn of the century, particularly with the development of low cost, reliable on-board control

systems. Software like Ardupilot combined with hardware like Pixhawk has allowed for many hobbyists and companies
to develop UAVs which are capable of long-range autonomous missions. UAVs have been developed for aerial surveying,
disaster and humanitarian relief, parcel delivery, and aerial surveillance, though most applications are still in military
scenarios [1].

As this technology becomes more common, the number of commercial applications will increase dramatically,
leading to a greater presence of small-scale UAVs in populated areas [2], posing a variety of new challenges. With
modern commercial UAV systems generally taking the form of either multi-rotors, or multi-rotor-plane hybrids, as
shown in Fig. 1, security and safety are the two biggest concerns. Following a study conducted by Chang et al. [3]
looking into human perception of UAVs in urban environments, it was found that 80% of participants were concerned
about recording without consent, and 75% were worried about the consequences of a potential crash or failure.

In addition to the safety of UAVs, Chang et al. [3] found all participants in the study commented negatively on the
noise UAVs produce, noting a threatening and annoying presence. The perceived annoyance of UAVs versus other
vehicles poses a large hurdle to the commercialisation of UAV systems. This creates an increasing distrust of the
technology even when safe practices are undertaken, reducing the economic potential of UAVs [2]. A study conducted by
Christian and Cabell [4] compared the perceived annoyance due to noise for four ground vehicles and three quad-copter
UAVs, with UAVs found to be more annoying than ground vehicles when operating at equivalent noise levels.

Fig. 1 Two commercial options available for UAV parcel delivery systems, a multi-copter-plane hybrid (left) [5] and a
multi-copter (right) design [6].

While safety and privacy issues can be primarily addressed through proper education and legislation, noise from
UAVs must be addressed on a design level. In general, majority of this noise is from propellers or propulsion systems,
with the fuselage, support structure, and payload noise negligible for most small UAVs. For this reason, the focus of
this paper will be on propeller-generated noise and how the modification of propellers impacts on their aeroacoustic
behaviour. There are two main methods for modifying propellers for noise and performance benefits, altering the
propeller tip geometry and adding serrations to the trailing edge. The focus of this paper is primarily on the alteration
of tip geometry, due to the extensive research base already available for trailing edge serrations on both large- and
small-scale propellers.

The idea of altering the propeller tip geometry, like adding winglet structures to the ends of propellers (known
as proplets) is not new. In a review of literature, Metzger [7] outlined a variety of practical noise reduction methods
available to the general aviation industry. An analysis by Korkan et al. [8] on a subset of Cessna aircraft showed that
the implementation of proplets on general aviation propellers resulted in a significant noise reduction. This reduction
was attributed to the lower rotational speed, as the propellers with proplets produced more thrust at the same speed
as propellers without proplets. It was also noted that propellers with lower tip loading showed more significant noise
reduction when proplets were implemented.

In addition to the work of Korkan et al. [8], Irwin and Mutzman [9] described an experimental approach to testing
propeller modification using a basic proplet design, which involved attaching an airfoil to the tip of an existing propeller.
While there was a lack of experimental data, theoretical background supporting the use of proplets was presented,
showing that proplets provided a 1% increase in efficiency. Using a basic proplet design was noted as a major drawback,
with further analysis required on the effect of proplet angle, height and cross-sectional geometry; the efficiency gains of
a well-designed proplet were theorised to be much higher than 1%.

Sullivan et al. [10] further analysed the effect of a variety of different proplets in presenting theoretical data which
supported the work of Korkan et al. [8]. Sullivan proposed that proplets were an effective way of increasing efficiency
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and decreasing noise generation of propellers. Using analytical methods, Sullivan showed that an increase in efficiency
of 1-5% was possible by adding proplets to the ends of an existing propeller. The article also concluded that reducing
the blade diameter with proplets added would decrease noise generation while keeping efficiency constant (relative to a
propeller without proplets), even while there was no change in noise measured by adding proplets in the experiments
conducted. While these experiments were conducted on general aviation aircraft, the analysis and operation of UAV
propellers are very similar, showing their potential for use on a smaller scale.

In order to investigate the effects of proplets on UAV propellers, several experiments have been conducted, including
by Intravartolo et al. [11] and Bessa [12]. Both experiments were conducted in open air environments for static flow
cases, allowing for environmental noise to contribute to the overall noise measured. While the results determined by
Intravartolo et al. [11] suggest that proplets did not reduce the overall noise of a propeller, it was also concluded that
propeller balancing and structural instabilities may have contributed to this result. The experimental analysis conducted
by Bessa [12] addressed some of these concerns with 3D printed custom propellers with proplets, as shown by the
designs in Fig. 2.

Fig. 2 Three designs of proplets used by Bessa [12] in the analysis of noise, with a proplet height 7mm (top), 10mm (middle),
and 15mm (bottom).

In contrast to Intravartolo et al. [11], noise reductions were observed in comparison to a baseline propeller, while
Bessa [12] also conceded that the inability to conduct experiments in an acoustic wind tunnel likely contributed to some
inaccuracy of measurements. The lack of acoustic simulations to guide the design process was also mentioned as a
potential source of inefficiency in the design. From these recent experiments, the need for acoustic wind tunnel testing
of custom-designed propellers with proplets is vital for determining their viability in UAV applications, along with a
predictive method to aid in the design process.

This paper will focus on an experimental approach to modified propeller tip geometry, with the aim of analysing the
noise signature of these propellers in a dynamic flow environment. In doing this, a secondary aim of developing a more
robust numerical predictive model for small-scale UAV propellers was undertaken and is also outlined in this paper.
This model was then validated using the experimental results gained for an unmodified propeller.

III. Numerical Model
The design phase for the modified propellers used an existing numerical model with several additions to predict the

noise signature of propellers and was iterated to determine a set of suitable designs with increasing predicted noise
reductions. A summary of the main equations and theory used for the numerical model is presented below.

The acoustic portion of the model was developed using a number of tone and broadband noise formulations for
propeller noise. The major component of tone noise is steady loading noise, built upon the Lighthill wave equation
and equations developed by Curle [13], Ffowcs-Williams and Hawkings [14]. These formulations showed tone noise
depends primarily on the rotor flow conditions (density, viscosity, etc.) and propeller tip speed. These formulations can
be represented in both the time and frequency domains. Time domain solutions are primarily used for propellers with
high subsonic or supersonic speeds, generally on large-scale propeller-driven aircraft or helicopters.
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Hanson [15] developed a solution in the frequency domain, finding that the calculated terms had an advantage in the
design and modification of propellers. In particular, the effects of propeller geometry and operating conditions were
found to be significantly easier to identify and design for compared with time domain methods. For these reasons, the
frequency domain solution is more appropriate for small-scale, low Reynolds number propellers. An existing code
developed by Doolan et al. [16] implemented this frequency domain solution, summarised by the major equations Eq.
(1), (2), and (3) and was used as the basis for the numerical model in this paper.

𝑝′(x, 𝑡) = 𝐵

∞∑︁
𝑚=−∞

𝑐𝑛=𝑚𝐵 𝑒−𝑖𝑚𝐵Ω𝑡 (1)

𝑐𝑛 (x) =
𝑖𝑛Ω𝑒

𝑖𝑛Ω|x|
𝑐𝑜

4𝜋 |x|𝑐𝑜

∞∑︁
𝑚=−∞

∫ 𝑅

𝑟ℎ𝑢𝑏

𝑄𝑚,𝑛 (𝑟, x)𝐽𝑚
(
𝑛Ω𝑟 sin 𝜃𝑜

𝑐𝑜

)
𝑑𝑟 (2)

𝑄𝑚,𝑛 (𝑟, x) =
∫ 𝜙𝐿𝐸

𝜙𝑇𝐸

[
𝑓
(𝑛−𝑚)
𝐿

(𝑟, 𝜙1) cos 𝜃𝑜𝛿𝑚𝑛 + 𝑓
(𝑘)
𝐷

(𝑟, 𝜙1) sin 𝜃𝑜
𝛿𝑛,𝑚+𝑘+1 − 𝛿𝑛,𝑚+𝑘−1

2𝑖

+𝑖𝑚Ω𝜌∞𝑐𝑜ℎ(𝑟, 𝜙1)𝛿𝑚𝑛

]
𝑒−𝑖𝑚(𝜙1−𝜙𝑜+0.5𝜋)𝑟𝑑𝜙1

(3)

Blade element momentum (BEM) theory has been used in a variety of applications, equally useful for small and
large-scale propellers and wings. Due to the aerodynamic force requirements ( 𝑓𝐿 and 𝑓𝐷) of Eq. (3), these forces must
be resolved for each blade element. A BEM theory code implemented by Doolan et al. [16] was used to determine the
aerodynamic forces on a propeller, and integrated into the acoustics model.

As an improvement to the existing code, XFOIL analyses were conducted for a NACA 4412 airfoil under non-stall
conditions of the airfoil (between -20 and 10 degrees) at Reynolds numbers between 25,000 and 100,000 in 25,000
increments. Blade element Reynolds numbers or angles of attack in these regions were linearly interpolated to determine
the aerodynamic coefficients.

To further increase the accuracy of the acoustic portion of the numerical model, several broadband noise sources
were implemented into the existing tone noise prediction code. The first was trailing edge noise, a natural by-product of
flow leaving the trailing edge of an airfoil, primarily caused by the pressure differential between the upper and lower
surfaces creating turbulence in the region behind the airfoil. Many methods of analysing and calculating the trailing
edge noise have been derived, with those from Ffowcs-Williams and Hall [17], Amiet [18], and Brooks et al. [19] being
several of the most commonly used for propeller noise.

The method developed by Brooks et al. [19] is one of the most popular, due to the empirical nature of the formulas,
while also agreeing with the analytical solutions proposed by Ffowcs-Williams and Hall [17] and Amiet [18]. The
trailing edge noise can be calculated for a wide range of Reynolds numbers, boundary layer thicknesses (𝛿∗

𝑖
) and most

importantly, angles of attack (𝛼). This allows for a robust prediction of the trailing edge noise, as well as any noise
generated from trailing edge vortex shedding, and vortices caused by a stalled airfoil. The major equation for this
method is shown in Eq. (4) with the required empirical equations taken from Glegg and Devenport [20].

𝑆𝑃𝐿𝑖 (x, 𝑓𝑖; 𝑅𝑒, 𝛼, 𝑀) = 10 log10

(
2 sin2 ( 1

2 𝜃𝑟 ) sin2 (𝜙𝑟 )
(1 + 𝑀 cos(𝜃𝑟 )) (1 + (𝑀 − 𝑀𝑐) cos(𝜃𝑟 ))

𝑏𝛿∗
𝑖
𝑀5

𝑟2
𝑟

)
+ 𝐹𝑖 ( 𝑓𝑖; 𝑅𝑒, 𝛼, 𝑀) (4)

The other broadband noise source modelled was the inflow noise, which is generated around the leading edge due to
turbulent flow. Amiet [21] derived a simple formula to calculate the sound pressure level for 1/3-octave bands. The
generalised formula is shown in Eq. (5), with the one assumption made in this equation being the flow velocity variance
(𝑢2), assumed to be 0.01 𝑚2/𝑠2.

𝑆𝑃𝐿1/3 = 10 log10

[
0.07𝑐𝑏

2𝑧2
𝑢2

𝑈2
∞
𝑀5 (−𝑘𝑥/𝑘𝑒)3

(1 + (−𝑘𝑥/𝑘𝑒)2)7/3

]
+ 10 log10

[
0.231 × 1010

2
4

9
√
𝜋

Γ(1/3)
Γ(5/6)

( 𝜌𝑜
𝜋

)2
𝑐4
𝑜

]
(5)

The complete model was then used to generate predictions for the noise generated over the first five blade pass
frequencies for all designs, as well as showing the contribution of each noise source to the overall noise signature. These
predictions were also useful in modifying the design parameters for the proplet to ensure a small noise reduction.
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IV. Experimental Method
The designed propellers were a simplified version of the Master Airscrew 11x6" propeller, using a NACA4412

airfoil along the whole blade at discrete radial locations. The geometry of the unmodified propeller (radius, chord, and
angle of attack) was taken from the UIUC database for small-scale propellers developed by Brandt [22].

To test the effect of tip changes, modifications were limited to the last 10% of the radius (0.90R outwards). This
method also had the best potential to retain the aerodynamic properties of the propeller despite the modifications. Design
parameters were chosen based on the design of a simple proplet for the propellers, including proplet length, proplet
radius, blend angle, chord at 0.95R, and chord at 1.00R (propeller tip). This simplified 2D geometry is shown in Fig. 3.

Fig. 3 Winglet design parameters.

The modified design (Design 1) used a proplet length of 5 mm, a proplet radius of 10 mm and a blend angle of
45 degrees. The baseline design (Design 0) was based on the geometry and airfoil simplifications, and also modelled in
CATIA and manufactured to ensure results could be compared fairly. The baseline and modified propellers modelled in
CATIA are shown in Fig. 4.

(a) (b)

Fig. 4 Design 0, (a) and Design 1 (b) propeller CAD renders.

The designed propellers were then manufactured using the selective laser sintering (SLS) 3D printing method, with
Nylon as the material. Using SLS allowed for thin sections (<1 mm) to be printed accurately, while also having the
required strength to withstand the aerodynamic loading during the experiments.

The designed propellers were experimentally tested in the UNSW Acoustic Wind Tunnel (UAT), an open-jet wind
tunnel with a test section measuring 0.455 m x 0.455 m in an anechoic chamber of 3 m x 3.2 m 2.15 m. Further details
about the UAT can be found in experiments conducted by Yauwenas et al. [23]. The complete setup of the wind tunnel
for the experiments is shown in Fig. 5a.

The acoustic measurements were taken using a microphone array, consisting of 64 G.R.A.S 40PH phase and
magnitude matched microphones. The array was arranged in 7 concentric circles of 9 microphones each, in addition
to a centre microphone, as shown in Fig. 5b. The array was placed perpendicular to the flow, with only microphone
44 (Mic 44) used due to being directly in line with the propeller blade. The positioning of Mic 44 was measured as
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(a) (b)

Fig. 5 Experimental setup in the wind tunnel, including laptop, Arduino, battery and propeller mount (a) and microphone
array (b).

having a directional angle (𝜃) of 0 deg, elevation (𝜙) of 3.06 deg, and radial distance (𝑟) of 1.312 m relative to the centre
of the propeller. A PXIe-4499 24-bit National Instrument data acquisition system was used to record the data, for a
collection time of 30 seconds at a sampling rate of 65536 Hz. This raw data was then converted into a Matlab data file
in a two-step process using several conversion scripts.

An Arduino UNO microcontroller was used to control the motor speed and monitor motor RPM. The signal to the
motor through the Arduino was controlled through TeamViewer to remotely access the computer inside the wind tunnel.
A 5000 mAh 4S Lithium-polymer (LiPo) battery and 60 A electronic speed controller (ESC) were used to power and
control the Turnigy Air Brushless 3730-1000KV motor.

A simple 3D printed mounting was used to hold the motor and attach to the supports in the UAT, as illustrated in
Fig. 6. The motor was housed in a thick-walled cylinder and supported by a symmetric airfoil pylon to reduce the
aerodynamic forces on the mounting.

(a) (b)

Fig. 6 General dimensions for motor mount (a), and propeller mounted on motor mount in wind tunnel (b).
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The propellers were tested at a variety of motor speeds to ensure the integrity of the propellers and compare the
effect of motor speed on noise. The five motor speed values tested were 3600, 4700, 5400, 6100, and 6850 RPM. Both
propellers were tested at these speeds, using a flow velocity in the wind tunnel of 10 𝑚/𝑠 for all tests.

The experimental data gained from the wind tunnel was analysed in two different ways, to determine both the total
and the broadband noise at each blade passing frequency (BPF). For the total noise determination, a first order filter was
used to correct the data for an apparent moving average in the data. Following this correction, a two-sided bandpass
filter was applied around the blade passing frequencies of ±40 Hz. The RMS of the pressure values filtered was then
taken and converted into a sound pressure level (SPL) for each BPF.

For the broadband noise determination, a third order filter was firstly applied to correct the data for any moving
average in the data, as with the tone noise determination. The mean revolution pressure over the first 15 seconds of data
was then determined and subtracted from the initial time-domain pressure data. The second 15 seconds was omitted to
reduce the potential error in the broadband noise extraction. Using Welch’s averaged modified periodogram method, the
power spectral densities (PSD) of the pressures were determined, filtered with a Hamming window, and has a frequency
resolution of 5 Hz. A two-sided bandpass filter was again applied around the blade passing frequencies of ±40 Hz. The
RMS of the PSD values filtered was then taken and converted into an SPL for each BPF.

V. Results

A. Numerical Predictions
The predictions based on the numerical model were made for a motor speed of 6850 RPM only due to the breakdown

of the model at slower motor speeds. This is likely due to the slow free stream velocity of the flow resulting in the
propeller acting as a turbine (i.e. generating power) rather than a propeller. For this reason, results shown in this paper
are for a motor speed of 6850 RPM and flow velocity of 10 m/s unless otherwise stated.

Figure 7 shows the components of tone noise produced by the Design 0 propeller over the first five blade passing
frequencies, with predictions for both designs having a comparable shape and magnitude. The steady loading noise
contributes mostly to the tone noise, while thickness noise was less due to the thin airfoil used for the propeller. The
total tone noise can be shown to reduce linearly with each blade passing frequency, to the point of complete inaudibility
by the fifth BPF.

Fig. 7 Design 0 tone noise signature over the first five blade passing frequencies.

Figure 8 shows the components of broadband noise produced over the first five BPFs. The broadband noise shows a
logarithmic trend with increasing BPF, with the inflow noise dominating the total over all the BPFs. The broadband
noise reaches a near constant value of around 54 dB for both designs, having a different trend to the linearly decreasing
tone noise.

Figure 9 combines the two tone and broadband components to propeller noise to predict the overall noise signature
of the propeller at 6850 RPM in a 10 𝑚/𝑠 free stream flow. The first two BPFs are dominated by the tone noise, however
the broadband noise begins to dominate from the third BPFs onwards. The shape of the predicted noise matches

7



Fig. 8 Design 0 broadband noise signature over first five blade passing frequencies.

experimental results for a similarly sized propeller gathered by Doolan et al. [16], while both designs demonstrated
comparable shapes and magnitudes.

Fig. 9 Total predicted noise for the Design 0 propeller over the first five blade passing frequencies.

B. Experimental Results
Figure 10 shows the comparison between numerical and experimental results for both designs. The numerical

predictions appear to under-predict in the tone noise-dominated BPFs (1-2), while marginally over-predicting in the
broadband noise-dominated BPFs (3-5). This would suggest that the tone noise predictions are missing a small portion,
potentially due to misalignments in the testing rig or other factors causing an unsteady loading of the propeller. Further,
the over-prediction of broadband noise suggests slight inconsistencies in the assumptions for inflow noise, including the
characteristic turbulent length scale and flow velocity variance. Both of these values could be measured for greater
accuracy; however, the results were close enough to suggest any increases in accuracy would have minimal design
benefit.

Figure 11 shows a direct comparison between the experimental results for both designs, with Design 1 showing clear
differences over the first four BPFs (0.686, 4.65, 5.20, and 1.88 dB respectively). The greatest differences between the
designs are found in the second and third BPFs, while the reduction in the first BPF also carries significant weight
due to the magnitude of this BPF. From this comparison, it is clear that the proplet has a positive effect on the noise
produced over the first five BPFs. These results also show that the proplets have a greater effect on tone noise than
broadband noise, given the large differences in the first three BPFs where tone noise dominates.
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(a) (b)

Fig. 10 Design 0 (a) and Design 1 (b) noise signature over the first 7 blade passing frequencies.

Fig. 11 Experimental result comparison between Design 0 and Design 1 over the first five blade passing frequencies.

Table 1 shows a summary of the numerical and experimental total SPL values for both Design 0 and Design 1, as
well as the appropriately A-weighted values. For each blade passing frequency, the A-weighting was determined using
linear interpolation between the two nearest weightings, and then applied to the unweighted values. Each BPF value was
then added logarithmically for both numerical and experimental results. These summations show that the numerical
model significantly under-predicts the expected noise reduction, while also under-predicting more for Design 0 more
than Design 1. This is a direct result, and further confirmation, of the effect that proplets can have on tone noise, while
the broadband noise is relatively unchanged between the designs, as shown in Fig. 10.

By A-weighting the results, the overall difference between the two designs increases to 1.63 dB(A), better representing
the actual human-audible difference between the designs. The greater difference between the designs is primarily at the
second and third blade passing frequencies (457 and 686 Hz respectively), where A-weighting has a lesser impact on the
apparent SPL.

Figure 12 shows the comparison between the numerical prediction for broadband noise and the extracted broadband
noise from the experimental data. The overall shape of the experimental data matches the prediction, with a slight
over-prediction across all BPFs, matching the overall noise predictions for broadband dominated BPFs in Fig. 10. In
both designs, the second BPF was significantly lower than expected, and this may be due to the numerical methods
applied to the data to extract the broadband noise from a tone-dominated noise region. The Design 1 propeller showed a
slight decrease in broadband noise, further demonstrating the impact that proplets have is primarily on tone noise.
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Table 1 Numerical and experimental un-weighted and A-weighted sound pressure levels for both Design 0 and
Design 1.

Numerical
Design 0

Experimental
Design 0

Numerical
Design 1

Experimental
Design 1

Numerical
Difference

Experimental
Difference

Total SPL
(dB) 71.90 74.24 71.79 73.26 0.109 0.982

Total SPL
(dB(A)) 63.36 66.34 63.27 64.71 0.092 1.63

(a) (b)

Fig. 12 Design 0 (a) and Design 1 (b) broadband noise signature over the first 5 blade pass frequencies.

VI. Conclusions
This paper presents an experimental approach to investigate the effect of proplets on tone and broadband noise

generated by small-scale UAV propellers. The experimental results showed a positive effect of proplets on the noise
generated over the first five blade passing frequencies. An A-weighted decrease of 1.63 dB(A) was observed for the
propeller using proplets, primarily reducing the tone-generated noise over the first three BPFs. These results show
that proplets can be viable as a noise reduction method and could allow for a much more widespread use of UAVs,
particularly in commercial and future military applications.

A numerical model was also used and improved to provide more accurate predictions for propellers both with and
without proplets. Even with these improvements, the numerical model tended to under-predict noise for tone-dominated
regions and slightly over-predict in broadband-dominated regions. The under-predicted tone noise may have been due to
the omission of unsteady loading effects, while over-predicted broadband noise may have been due to assumptions
in the inflow noise prediction. Further development of the numerical model could be undertaken to help increase the
accuracy of the predictions. Given the lack of available low-resource prediction methods, the numerical prediction
model presented in this paper provides a fast and relatively accurate predictions during conceptual design of UAV
propellers.

Several different aspects of proplets were identified during this paper which would require further investigation to
fully understand the impact of each of these. The effect of proplet design parameters on the overall noise generated
would be useful to develop a greater understanding of how proplets effect UAV propeller noise. Additional research on
how proplets impact noise generated by propellers of different diameter and pitch could explore the scalability of the
results shown in this paper. Finally, thrust and power measurements could be taken while taking noise measurements to
understand the trade-off between noise reduction, propeller efficiency, and thrust loss.

Overall, this paper shows the viability of proplets in limited scenarios and the potential, through further investigation,
to be implemented in a wider variety of civil and military applications.
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Aeroacoustics of Aerofoils Inspired by Insect 
Wing Geometry 
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This paper aimed to identify how two insect inspired passive trailing edge geometry modifications, namely 
hindwing tails and corrugation, affect both the aerodynamic and acoustic efficiency of a NACA0021 aerofoil. 
These two trailing edge modifications were compared against a flat plate trailing edge and a serrated trailing 
edge which is known to be an effective noise attenuator. Two experiments to examine the aeroacoustic and 
aerodynamic performance of these trailing edge modifications have been carried out in two different wind 
tunnels, which were a subsonic wind tunnel and an anechoic wind tunnel, at UNSW Sydney. In both 
experiments, tests were performed with the NACA0021 aerofoil at angles of attack between 0° and 12° in 
increments of 2° and at a Reynolds chord number (Rec) range of between 4.55(104) and 1.37(105). The 
corrugated attachment experienced the highest maximum lift coefficient, CL while the hindwing tail achieved 
lowest maximum CL at all Reynolds numbers except Rec = 1.37(105), in which the serrated attachment achieved 
the lowest maximum CL. The maximum CD experienced by the hindwing tail was greatest at all Reynolds 
numbers, while the serrated attachment experienced the least drag overall. The glide ratio of the serrated 
attachment was highest while the hindwing tail attachment had the lowest glide ratio. The corrugated 
attachment experienced the second lowest glide ratio. At all Reynolds numbers, the serrated attachment 
experienced the lowest PSD compared to the flat base plate attachment, indicating that it is the best noise 
attenuator. At the lowest Reynolds number of Rec = 4.55(104), the hindwing tail attachment also experienced 
low PSD levels with the PSD recorded being close to the background noise level. At the highest Reynolds 
number, Rec = 1.37(105), a similar result was also recorded with the hindwing tail. Overall, while the corrugated 
trailing edge attachment was found to be aerodynamically superior to the hindwing tail attachment, it does not 
act as a noise attenuator. On the other hand, the hindwing tail attachment achieved poor gliding ratios but is a 
very effective trailing edge noise attenuator. 

I. Nomenclature 
a = angle of attack, in degrees (°) 
CD = drag coefficient 
CL = lift coefficient 
Rec = chord Reynolds number 
PSD = power spectral density, in decibels (dB) 

II. Introduction 
Aeroacoustics, which involves both fluid mechanics in the aerodynamic field as well as sound propagation in the 
acoustic field has been an essential subject in the aviation industry amongst many others since its creation in the 1950s 
due to highly enforced rules regarding noise pollution of aircraft. Much of the research carried out in the scientific 
field of aeroacoustics involves investigating and modelling the mechanisms of sound generation due to flow over 
aerofoils and wings. 
 The study of aeroacoustics in regard to aircraft noise is concerned with far-field noise. The acoustic far field begins 
at a distance of two wavelengths away from the source of sound and extends until infinity, which can and will greatly 
impact human activity and the environment at sea level despite being a significant distance away from the aircraft 
itself. The human ear responds to frequencies between 20 Hz and 20 kHz [1], and thus aeroacoustic studies often 
target this range when modifying aerofoils and wings to decrease the sound levels generated by aircraft. 
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 An important source of aircraft and UAV noise is trailing edge noise generated at the trailing edge of wings, which 
is caused by turbulence in the boundary layer formed on the surface of the aerofoil interacting with the sharp trailing 
edge. The turbulence is scattered by the trailing edge, generating noise that is radiated into the far field. 
 Bio-inspired passive geometrical modifications such as those in insect wings have been used in previous studies 
to observe their effects on the aerodynamic and aeroacoustic efficiency on the modified wing. For example, it has 
been noted that some butterflies that employ gliding movement such as swallowtail butterflies have longer and 
narrower wings [2]. Swallowtail butterflies also have hindwing tails that improve flight stability by decreasing the 
aspect ratio of the wing which affects its aerodynamic efficiency as observed in a study carried out by Park et al [3]. 
Figure 1 shows the wings used in Park et al’s study, which was a swallowtail butterfly with hindwing tails and the 
same wing without the hindwing tails attached. It was found in the study that the lift coefficient was consistently 
higher for the wing with hindwing tails compared to the wing without any hindwing tails. Park suggested that trailing 
edge vortices in the wake region behind the wing had pushed the wingtip vortex closer to the upper surface of the 
wing, leading to a larger pressure difference between upper and lower surfaces of the wings and thus providing a 
greater lift force. 

 
Figure 1. Models of swallowtail butterflies with and without hindwing tails. [3] 

 In another study carried out by Hu and Wang, two wings of different butterfly species, one with hindwing tails 
and one without, were compared at angles between -4° to 30°. [4] It was found that the wing with no hindwing tails 
experienced a larger glide ratio, or lift-to-drag ratio at angles below 20°, which contrasted with Park et al’s study. Hu 
suggested that the strong wing tip vortex formed on the wing with hindwing tail created a larger induced drag which 
decreased the lift-to-drag ratio. However, at angles of attack greater than 20°, the wing with hindwing tail was 
preferred as the wing without hindwing tail stalled at 20°, which led to a decrease in CL after the angle of attack 
exceeded 20°. 
 Another popular study carried out on the aerodynamic efficiency of insect wings is that of dragonfly wings. 
Dragonfly wing venation creates corrugate-like profiles of wings in which a flat plate is folded into continuous ridges. 
Despite the multiple experiments that have been carried out to determine the effect of corrugation on aerofoils, there 
is no single conclusion of how corrugation affects aerofoil aerodynamic performance. A study conducted by Kesel [5] 
compared corrugated wings against their filled profiles and a flat plate. The results indicated that the three corrugated 
wings studied produced higher lift and thus higher CL compared to both the filled in profiles and the flat plate at 
Rec=10,000. None of the profiles showed flow separation, and it was suggested that the corrugation behaved similarly 
to cambered aerofoils. Similarly, Vargas et al [6] carried out an experiment on Kesel’s wing profiles at a Rec range of 
500 to 10,000. Vargas et al found that the flat plate achieved glide ratios 1.75 times greater than that of the filled in 
profile wings and 1.3 times greater than that of the corrugated wing at Rec < 5000. At Rec > 5000, the flat plate 
experienced a large leading-edge stall which caused a decline in glide ratio, while both corrugated and filled in wings 
continued to have an increase in CL and CD.  

Aerofoil noise is generated by pressure changes on body surfaces converted into sound waves that radiate through 
air. One of the main foci of aerofoil acoustics is the far-field sound generated at the trailing edge of the aerofoil. 
According to Lighthill, trailing edge noise can be reduced by sweeping the trailing edge and increasing the distance 
between the source of turbulence and the trailing edge. Studies carried out by Moreau et al [7] and Jones and Sandberg 
[8] showed that modifying the trailing edge of aerofoils by adding sawtooth serrations reduced the trailing edge noise. 
Avallone et al [9] stated that elongated coherent flow structures in the empty space between serrations caused 
destructive interference between pressure waves which in turn caused a reduction in noise. While sawtooth serrations 
are a known noise attenuator, no other passive geometrical modifications have been studied for possible noise 
reduction. As insect wings have been studied for their aerodynamic efficiency, insect inspired geometrical 
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modifications can also be examined for their aeroacoustic efficiency and how these modifications can compare to 
serrations. 

This paper investigates how insect inspired passive shape changes such as corrugations and hindwing tails in the 
trailing edge of wings can affect the aerodynamic and aeroacoustic performances of aerofoils. These two passive 
geometrical trailing edge changes were compared against a flat plate as well as a sawtooth serration trailing edge 
modification for aeroacoustic purposes. 

III.   Methodology 

Two experiments, an aerodynamic experiment and an aeroacoustic experiment, were carried out to achieve the aims 
of this paper, which were to investigate how insect inspired passive shape changes such as corrugations and hindwing 
tails in the trailing edge of wings can affect the aerodynamic and aeroacoustic performances of aerofoils. A 
symmetrical NACA0021 aerofoil of span 72 mm and average chord 69 mm was designed with a trailing edge slot to 
insert four different trailing edge attachments. The trailing edge attachments consisted of a rectangular flat plate, 
extended hindwing tail, a corrugated plate, and a sawtooth serration plate, each 2mm thick. Both experiments were 
carried out at a Reynolds number range between 4.55(104) to 1.37(105) and at angles of attack from 0° to 12° in 
increments of 2°. Images and details of each trailing edge attachment are shown in Table 1. 

Table 1. Trailing edge attachments and their key features. 

 
 Flat plate attachment Corrugated 

attachment 
Serrated Attachment Hindwing Tail 

Diagram 

    

Key 
features 

Flat plate 10 mm long 
with 5 mm insert 

• Corrugation 10 mm 
long with 5 mm 
insert 

• Corrugated part 2 
mm thick with 
wavelength 4 mm 

• Serration 10 mm 
long with 5 mm 
insert 

• Serrated 
wavelength of 9 
mm 

Tail 25 mm long with 
5 mm insert 

 
 In the aerodynamic experiment, each trailing edge attachment was affixed to the aerofoil through the slot. The 
edges of the slot were then covered with metal tape to avoid unintentional boundary layer tripping, as that would affect 
the lift and drag measurements taken. All measurements were taken using a two-component force balance attached to 
the AFF1125 Subsonic Wind Tunnel found in the aerodynamic laboratory of UNSW. The wind tunnel has a test 
section size of 125 mm x 125 mm x 350 mm and mounted the aerofoil using a rod of 6 mm diameter. 
 The two-component balance was mounted to the side of the wind tunnel test section at two different orientations 
to obtain both lift and drag force results. The wing was placed in the middle of the test section to ensure that it did not 
exceed 10% total blockage of the test section for reliable results. The lift and drag measurements were obtained directly 
from the two-component balance. To determine the velocity, and thus Reynolds number, of airflow for the lift and 
drag coefficient calculations, the upstream dynamic pressure was found from Pitot tubes fitted in the test section of 
the wind tunnel. These Pitot tubes were connected to a manometer with water as a working fluid. 
 In the aeroacoustic experiment, each far-field trailing edge acoustic dataset was measured using a microphone for 
32 s at a sampling frequency of 65536 Hz, or 216 Hz. The microphone was 1.043 m away from the trailing edge of the 
aerofoil, directly perpendicular to the chord. The UNSW Anechoic Wind Tunnel is a suction type open-jet wind tunnel 
facility with a 0.455 m x 0.455 m test section with an anechoic chamber treated with 0.25 m Melamine foam. The 
power spectral density (PSD) was estimated using Welch’s method in MATLAB, in which the acoustic pressure data 
was divided into segments of 8192 points with 50% overlapping. Welch’s method Fast Fourier Transformed the time 
series acoustic pressure to frequency domain and estimated the PSD to represent the sound pressure level (SPL). 
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IV. Experimental Results and Discussion 

A. Aerodynamic Results & Discussion 
The lift and drag measurements directly obtained from the two-component balance were converted into CL and CD 

and plotted against angle of attack for all trailing edge attachments for each Rec. The noise floor for the instrumentation 
was also recorded and plotted on the graphs. 

 

Figure 2. Graph of CL and CD against a for Rec = 4.55(104) 

 

Figure 3. Graph of CL and CD against a for Rec = 6.83(104) 
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Figure 4. Graph of CL and CD against a for Rec = 9.10(104) 

 

Figure 5. Graph of CL and CD against a for Rec = 1.37(105) 

 

From Figures 2-5, which show how CL and CD change over angles of attack at different Rec, it can be observed 
that CL increased with angle of attack for every trailing edge attachment. At angles between 0° to 4° for all Reynolds 
numbers, there were no significant differences between the CL for all trailing edge attachments. From 6° onwards at 
Rec = 4.55(104) the corrugated attachment continuously achieved higher CL compared to the other attachments until 
12° in which the corrugated attachment had a lift coefficient of 0.786. The second highest CL at the Reynolds number 
which was achieved by the flat plate attachment was 0.747, followed by the hindwing tail attachment and serrated 
attachment at 0.612 and 0.590 respectively. A similar pattern can be seen at the next Reynolds number, Rec = 6.83(104), 
where the corrugated attachment had the highest lift coefficient at 12°, followed by the flat plate attachment, and 
finally the serrated attachment and hindwing tail.  
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At Rec = 9.10(104) the corrugated attachment proved to have the highest lift coefficient among the four trailing 
edge attachments at 1.01 while the other three trailing edge attachments had similar CL at 12°. However, at Re = 
1.37(105), the corrugated attachment, flat plate attachment, and hindwing tail attachment had similar CL at 12° of 1.81 
for the hindwing tail and 1.83 for both the flat plate and corrugated attachment. The serrated attachment experienced 
the lowest CL at 0.747. From these observations, it can be inferred that overall across the different Reynolds numbers 
the corrugated attachment achieved higher lift coefficients at 12°. 

In terms of drag coefficient CD it must first be noted that some of the measurements taken did not exceed the noise 
floor threshold recorded. The noise floor of the force balance is the lowest signal it can measure without any model 
mounted in the wind tunnel and was found to be approximately 0.022 N. When converted to a coefficient similar to 
that of CL and CD, the noise floor coefficient was calculated to be 0.085. At Rec = 4.55(104), the majority of CD results 
obtained for the flat plate attachment, serrated attachment, and corrugated attachment did not exceed the noise floor, 
and thus cannot be accepted as valid data in this experiment. Similarly, the results at Rec = 6.83(104) cannot be accepted 
as half the CD recorded did not exceed the noise floor. Thus, the main CD results studied were those taken at Rec = 
9.10(104) and Rec = 1.37(105), in which all the CD calculated for all attachments were above the noise floor and were 
considered valid data.  

For all attachments at these two Reynolds numbers, the CD increased with angle of attack with the hindwing tail 
experiencing the most drag and the serrated attachment experiencing the least drag overall. 

 

 
Figure 6. Glide ratio against angle of attack for each trailing edge attachment. 

Solid lines: Rec = 9.10(104), dashed lines: Rec = 1.37(105) 

 Figure 6 shows the glide ratio, or lift-over-drag ratio, of each attachment at Rec = 9.10(104) and Rec = 1.37(105). 
Firstly, as the angle of attack increases, the glide ratio of all attachments at both Reynolds numbers also generally 
increase. It can be observed that at Rec = 9.10(104), which lines are represented by solid lines with circle markers, that 
the serrated trailing edge attachment consistently achieves the largest glide ratio from 2° onwards. From 0° to 8°, the 
flat plate attachment had a higher glide ratio than the corrugated attachment; however, from 8° onwards, the corrugated 
attachment had a higher glide ratio with a final difference of 0.18. At this Reynolds number, the hindwing tail 
attachment had the lowest glide ratio at all angles of attack. 
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At Rec = 1.37(105), the serrated attachment obtained the highest glide ratio from 2° to 6°. After 6°, the rate of 
increase in glide ratio for the serrated attachment plateaued, with the flat plate attachment achieving the highest glide 
ratio from 6° onwards. At 12°, the glide ratio for the flat plate attachment was 4.47, while the serrated attachment, 
corrugated attachment, and hindwing tail attachment attained glide ratios of 4.07, 3.98, and 3.91 respectively. Similar 
to the previous Reynolds number, the hindwing tail attachment at this Reynolds number also consistently experienced 
low glide ratios at all angles of attack. 

The aerodynamic results obtained in this experiment were consistent with results from previous studies such as 
Vargas et al [6], where corrugated aerofoils at Rec > 10,000 experienced greater CL than the flat plate. The higher 
glide ratio achieved by the corrugated attachment was also consistent with Levy and Seifert’s study [10] where polar 
comparisons for lift-drag performance indicated a superior lift-to-drag ratio for the corrugated aerofoil compared to 
the classical Eppler-E61 aerofoil. A possible explanation for this behaviour has been suggested by Levy and Seifert, 
where it was found that the long travelling waves created over the classical aerofoil, or the flat plate attachment, caused 
flow separation from the aerofoil, while the vortices produced between the peaks of the corrugated trailing edge 
attachment may allow intermittent flow reattachment to the aerofoil. 

The hindwing tail attachment results from this experiment did not align with those from Park et al’s [3] study as 
in this experiment the hindwing tail had the lowest glide ratio at both Rec = 9.10(104) and Rec = 1.37(105). However, 
the results were supported by that of Hu and Wang [4]. At angles below 20°, Hu and Wang found that the wing without 
hindwing tails experienced a larger lift-to-drag ratio than the wing with hindwing tails, which was supported by these 
experimental results. An explanation for this was suggested by Hu and Wang where the strong wing tip vortex formed 
on the wing with a hindwing tail created a larger induced drag which decreased the glide ratio, as the definition of 
glide ratio is lift over drag, or CL/CD.  

In summary, the serrated attachment was the most aerodynamically superior model followed by the corrugated 
attachment at both Reynolds numbers past angles of attack of 8°. The flat plate was more aerodynamically efficient 
than the corrugated attachment at angles of attack lower than 8°. The hindwing tail attachment was the least 
aerodynamically efficient of all the attachments. 

B. Aeroacoustics 
The acoustic power spectral densities (PSD) in Hertz attained from the experiment at the different angles of attack 

and Reynolds numbers were plotted to identify which attachment was the best noise attenuator at different Reynolds 
numbers. 
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Figure 7. Graph of PSD against frequency for Rec = 4.55(104) at a = 0°. 

 
Figure 8. Graph of PSD against frequency for Rec = 6.83(104) at a = 0°. 
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Figure 9. Graph of PSD against frequency for Rec = 9.10(104) at a = 0°. 

 
Figure 10. Graph of PSD against frequency for Rec = 1.37(105) at a = 0°. 

Figures 7-10 show the power spectral density of all test cases at zero angle of attack and different Rec. From these 
four figures it can be seen that at frequencies lower than 400 Hz at all Reynolds numbers, all the attachments except 
the flat plate attachment the same noise level as background noise. The flat plate indicated by the blue line has the 
highest PSD generated of all the trailing edge attachments across the entire frequency range shown. The corrugated 
trailing edge attachment has less noise attenuation compared to the flat plate at all Reynolds numbers except between 
frequencies of 700 Hz to 1000 Hz at Rec = 9.10(104) and frequencies of 900 Hz to 1100 Hz at Rec = 1.37(105), at 
which the corrugated attachment produced more noise than the flat plate. The hindwing tail attachment and serrated 
attachment both experience similar levels of noise attenuation as can be seen from the purple and orange lines often 
overlapping in Figure 4. Both have a minimum PSD difference of 2 dB and a maximum of 10 dB with the flat plate. 
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At Rec = 1.37(105), the corrugated attachment, hindwing tail attachment, and flat plate attachment introduce a high 
amplitude broad peak at frequencies past 1000 Hz, while the serrated attachment does not experience this high 
amplitude broad peak. 

 

 
Figure 11. Graph of PSD against frequency at all a at Rec = 1.37(105) 

Another key result from the aeroacoustic experiment is the high amplitude broad peak recorded for the corrugated 
attachment between frequencies of 900 Hz to 1100 Hz. This is seen in Figure 11 where the PSD recorded in the 
frequency range for the corrugated attachment greatly exceeds that recorded by the other three trailing edge 
attachments. However, at frequencies below 400 Hz, the corrugated attachment PSD generally overlaps the 
background noise at angles above 0°. 
 At all Reynolds numbers and at all angles of attack, the serrated attachment was consistently the best noise 
attenuator, achieving a PSD difference up to 10 dB compared to the flat plate. The next best noise attenuator was the 
hindwing tail attachment followed by the corrugated attachment. The corrugated attachment only behaved as a noise 
attenuator at frequencies lower than 900 Hz for Rec = 1.37(105). At Rec = 6.83(104) the corrugated attachment 
generated more noise than the flat plate between frequencies of 300 Hz to 1000 Hz at a = 10° to 12°. Thus, the 
corrugated attachment cannot be considered to be a consistent noise attenuator unlike the hindwing tail. 
 The behaviour of the serrated attachment as an efficient noise attenuator was supported by Jones and Sandberg’s 
study [8], where the sound radiation recorded for the serrated trailing edge aerofoil was lower than that of the straight 
trailing edge with a noise reduction range of 6-10 dB. The decrease in sound radiation may have been caused by 
changes in the scattering process of turbulent structures in the wake region as suggested by Jones and Sandberg.  
 While the noise mechanisms of hindwing tails and corrugations are unknown, a plausible explanation for the PSD 
changes in the corrugated trailing edge attachment may be due to the pressure difference between the upper and lower 
surfaces. The formation of vortices in the ridges of the corrugated attachment, and the strength of these vortices, could 
affect the efficiency of noise reduction. This was inferred from León et al [11], where a trailing edge serrated flap was 
angled at different angles in relation to the chord line. An angle greater than 6° caused more noise to be generated, 
which may be a possible mechanism that contributed to the increase in PSD for the corrugated trailing edge attachment. 

V. Conclusion 
This paper investigated how passive shape changes such as corrugations and hindwing tails in the trailing edge of 
wings can affect the aerodynamic and aeroacoustic performances of aerofoils, as well as compare their aeroacoustic 



11 
 

performance against serrations which is a known noise attenuator. Four trailing edge attachments, which were a 
hindwing tail attachment, corrugated attachment, serrated attachment, and rectangular flat plate attachment, were 
designed to slot into a modified NACA0021 aerofoil. The parameters used for the two experiments, aerodynamic and 
aeroacoustic, were angles of attack from 0° to 12° in increments of 2°, and a range of Reynolds numbers from Rec = 
4.55(104) to Rec = 1.37(105). 

The aerodynamic experiment was carried out in the UNSW subsonic wind tunnel, in which lift and drag 
measurements of each attachment were taken using a two-component force balance. The lift and drag measurements 
were converted into lift and drag coefficients, CL and CD, and valid glide ratios for each attachment at each Reynolds 
number were calculated. It was found that the corrugated attachment experienced the highest maximum CL while the 
hindwing tail achieved lowest maximum CL at all Reynolds numbers except Rec = 1.37(105), in which the serrated 
attachment achieved the lowest maximum CL. The maximum CD experienced by the hindwing tail was greatest at all 
Reynolds numbers, while the serrated attachment experienced the least drag overall. The corrugated attachment was 
more aerodynamically efficient than the flat plate at angles above 8°, while the hindwing tail attachment was the least 
aerodynamically efficient as the glide ratio across all angles of attack at all Reynolds numbers were lower than that of 
the flat plate. 

The aeroacoustic experiment was carried out in the UNSW anechoic wind tunnel to determine how the power 
spectral density PSD generated by the aerofoil with different trailing edge attachments varied across the stated 
parameter range. At all Reynolds numbers, the serrated attachment experienced the lowest PSD compared to the flat 
base plate attachment, indicating that it is the best noise attenuator, providing a maximum noise reduction of 10dB. 
The hindwing tail attachment also experienced similar PSD to that of the serrated attachment. The corrugated 
attachment was not as efficient at decreasing the levels of noise generated, and at Rec = 1.37(105) produced greater 
amounts of noise than the flat plate at frequencies between 900 Hz to 1100 Hz. 

Therefore, while the corrugated attachment was aerodynamically superior to the hindwing tail, the hindwing tail 
was a better noise attenuator than the corrugated attachment. 
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Aerodynamic Performance of Passive Noise Reducing Wingtip
Devices

Michael Yanez∗

UNSW School of Manufacturing and Mechanical Engineering, Sydney, NSW, 2052

This is an experimental study aimed to investigate the aerodynamic behaviour of wing
tips with a flat side edge, rounded side edge, side edge porosity and side edge sinusoidal
serrations.These wing tips were tested on both a NACA0012 and NACA6412 base wing section.
Fully assembled, the models have a real chord length of 67 mm and a span of 140 mm. These
models were tested in an open circuit wind tunnel at a Reynolds chord number of 142,000. For
the NACA0012 airfoil, sinusoidal wingtips resulted in the largest increases in lift coefficient
at 15%. However, drag increased at a maximum rate of 13% where when using the rounded
tip, a lift coefficient increase of 8% occurred and the drag coefficient was reduced by 4.5%.
Introducing porosity results in increases in the lift and drag coefficients. As porosity increases,
the rate at which lift coefficients increase decreases while the drag coefficients are unaffected.
When using the NACA6412 airfoil, lift and drag coefficients are negatively impacted, showing
how the success of the wing tip device is dependent on the airfoil profile.

I. Nomenclature

# = Normal Force
� = Axial Force
! = Lift
� = Drag
U = Angle of attack
�! = Lift coefficient
�� = Drag coefficient
�!/�� = Lift to drag coefficient
�G = force coefficient in the x direction
�H = force coefficient in the y direction
c = chord
A = Amplitude
W = Number of Peaks
_ = Wavelength

II. Introduction

Historically the aircraft engines were the main source of noise from commercial aircraft. However, as engines have
evolved with increased by-pass ratios, the airframe has become the dominant source of noise generation[1]. Within

the airframe, the wing tip is a major focal point of investigation. It is relatively simple to investigate and findings are
applicable to other parts of aircraft such as flaps,stabilisers and rotor and propeller blades. Furthermore, these findings
will benefit other mechanical systems that utilise airfoils such as submarines, fans, wind turbines and other control
systems.

Past research has extensively investigated the vortex structure and noise mechanisms of a wing tip. Passive noise
reduction techniques, such as modifying the wing tip geometry and introducing porosity, has proven to reduce noise
levels [2, 3]. However, there is less understanding on the aerodynamic effects of these noise reduction techniques.

It is important to understand the flow structure over a simplified wing tip geometry. Within the near field region, as
flow passes over the tip of a flat tipped finite airfoil, a multi-structured vortex forms which can dominate the airfoil’s

∗Student Member Undergraduate, School of Manufacturing and Mechanical Engineering, UNSW Sydney 2052, Student Member

1



wake and cause increased drag and reduced lift. A primary vortex (A) develops as the pressure surface high-pressure
flow rolls up from under the wing tip towards the low-pressure suction side. A secondary vortex (B) develops as the
suction side flow rolls up at the tip side edge. These vortices merge together at some point along the chord line and
become one multi-structured vortex with a thick viscous core. As the vortex travels past the tip’s trailing edge it interacts
with another secondary vortex (C), which develops at the trailing edge tip as the pressure side flow rolls up towards the
suction surface. As the vortex travels further downstream, it is highly dominated by tangential velocities and increases
in its size. Figure 1 depicts this vortex formation on a NACA0012 airfoil.

Fig. 1 Tip vortex formation on a NACA0012 airfoil

By altering wingtip geometry, the vortex formation and flow mechanisms are impacted. For a rounded tip, the
primary vortex forms over the suction side of the wing tip in a more stable fashion than square tips [4]. Secondary
vortices form close to the tip edge and merge steadily with the primary vortex. For a square tip, more secondary vortices
forming unsteadily and adding to the instability of the vortex core. Guini et al. concluded that the vortex behaviour of a
rounded tip reaches an axisymmetric flow condition earlier in the far field wake region than the square tip [4].

Sinusoidal serrations are believed to have beneficial impacts on reducing noise levels. Shown below in Figure 2, they
form a saw like feature on an edge with heights and spacings corresponding to the amplitude (0) and wavelength (_) of
the serrations. Past studies have focused on using serrations on the leading and trailing edges only [5]. Using these
serrations led to a 33% coefficient of lift reduction but the result from using side edge sinusoidal serrations will differ.

Fig. 2 Tip vortex formation on a NACA0012 airfoil

Another effective way of reducing noise levels generated at the wing tip is by using a porous edge. Wing porosity
has been researched extensively throughout the years and has been accepted as a means to reduce noise levels. By
introducing porosity to a wing tip, a steady leakage flow of air is able to pass through the porous wing tip. This results
in drastically different vortex generation behaviour and can lead to beneficial flow and noise results [2]. However, no
studies have compared lift and drag coefficient results. This is experimental study aims to investigate the aerodynamic
behaviour of wing tips with a baseline flat side edge, rounded side edge, side edge porosity and side edge sinusoidal
serrations.

III. Methodology
This is an experimental thesis study aimed to investigate the aerodynamic behaviour of wing tips with the following

geometries:
• Baseline flat side edge
• Rounded side edge
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• Side edge porosity
• Sinusoidal serrations on the side edge

These wing tips were tested on both a NACA0012 and NACA6412 base wing section. The test models were mounted to
a force balance inside a wind tunnel using a manufactured mount design. Tripping was applied at 10% chord using grit
tape to the airfoil models to induce turbulent boundary layers.
Normal and Axial force measurements were taken at different angles of attack and different Reynolds numbers.
Coefficients of lift and drag were then calculated and plotted against the reference geometry in order to determine the
effects of these wing tips.

A. Testing Facility
The experiments were conducted in UNSW’s School of Manufacturing and Mechanical Engineering’s Educational

Wind Tunnel [6]. It is an open-circuit wind tunnel with a 304.8mm x 304.8mm x 609.6mm test section. The wind tunnel
is capable of speeds up to 64.8 m/s. A pistol grip force beam with a sting mount is used to mount the test models in the
wind tunnel. Smoke is able to flow through the test section in order to visualise the flow structure. The test section is
shown below with the mounted test model in Figure 3.

Fig. 3 Test section with mounted test model.

B. Model Airfoils
NACA0012 and NACA6412 profile wing base models and modified tip geometries have been manufactured for

previous noise studies [7–9]. These base models have a span of 90 mm and allow for interchangable tips to be assembled
with a self lock mechanism and central shaft. The interchangable tips provide the modified wing tip geometries and
each have a span of 50 mm. The models have a theoretical chord length of 70 mm, a real chord length of 67 mm due to
a truncated rounded trailing edge with diameter 1 mm and a span of 140 mm [9]. The assembled test models have an
aspect ratio of 2. The rounded tip was defined by creating semi-circles, whose diameters are equal to the local airfoil
thickness, along the camber line at 135.8 mm span [8]. 22 models were tested. All models had grit tape applied at 10%
chord in order to induce turbulent boundary layers as done in previous studies [7–9].
Porosity was introduced by drilling small divots into the the top and sides of the airfoil’s wing tip of certain depth.
The full details of the porous models are listed in Table 1. The sinusoidal tip edge geometries have the following
specifications for each airfoil profile displayed in Table 2. Example wing tips and the assembly are shown in Appendix
A below.

Table 1 NACA0012 Porous Tip Model Specifications [9]

NACA 0012 porous tips
# top (mm) side (mm) porosity %
P1 0.6 0.6 13.80
P3 1 0.8 31.24
P5 2 2 50.03
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Table 2 Geometrical Parameters of Sinusoidal tips. ∗Peak amplitude is half of the peak-to-peak amplitude.
†The varying amplitude starts from the leading edge and ends at the trailing edge. Data shown in form A:B:C
corresponds to start: increment: end [9]

Airfoil
profile

Tip geometry
Peak amplitude ∗

(mm)
Wavelength

(mm)

Number of
chordwise
wavelengths

Spanwise location
of local

minima (mm)

NACA0012

A3W10 3 7 10 134
A10W10 10 7 10 120
A3W5 3 14 5 134
A10W5 10 14 5 120
A3W3 3 23.3 3 134
A10W3 10 23.3 3 120

C. Testing Apparatus
A pistol grip force balance beam was used in this study to measure the normal and axial forces produced by the

airfoils. The balance is comprised of a parallelogram base and a 9.525 mm diameter cylindrical sting. A custom mount
was designed and manufactured to mount the test models to the force balance beam and is shown below in Figure 4.

Fig. 4 Mount

D. Data Acquisition and Convergence Testing
When using the wind tunnel, axial and normal force data is acquired at singular points. The data at each point is an

average value taken from a data set. The user is able to specify the size of the data set through specifying the sample
period and sampling rate data is acquired. Convergence testing was conducted to determine the appropriate sample
period and sampling rate. Convergence testing was conducted using the NACA0012 straight edge airfoil at an angle
of 5 ◦ and a free-stream velocity of 10 m/s. Figure 5 below depicts the convergence test results for sample times of
10,15 and 20 seconds. From the plot, the sampling rate and sample period are determined to be 30 Hz and 20 seconds
respectively. This sample rate and period was tested on the same airfoil at an angle of 8 ◦, a free-stream velocity of 10
m/s. Since the results also converged. these settings were used for all tests.
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Fig. 5 U = 5 ◦, ) = 10, 15, 20 seconds

IV. Results and Discussion

A. Effects of Rounded Tips
The following figures Figure 6 and Figure 7 show the lift and drag coefficient plots for the NACA0012 and NACA6412

airfoils with square and rounded wing tips respecitively. Figure 8 shows the lift to drag ratios these wingtips. The
maximum percentage differences occuring when using rounded tips are shown below in Table 3. When comparing these
results with Bashetty et al.’s there are scarce similarities. A drag increase of 0.58% is seen when using a rounded tip on a
NACA23015 airfoil at U = 4 ◦. The NACA6412 airfoil shows a much more significant increase. This could be due to the
drastically different Reynolds numbers used with Bashetty using a Reynolds number of 5,000,000. However, from the
plots and NACA0012 results, it is clear that the airfoil profile impacts heavily on the effects of the rounded tip. Overall,
the lift and drag performance was improved by using rounded tips on the NACA0012 airfoil.As Guini, et al. concluded,
the wing tip vortex reaches an axissymmetric flow condition sooner when using a rounded tip on a NACA0012 airfoil.
This is believed to be the main flow phenomenon that resutls in the beneficial aerodynamic performance. When camber
is introduced, such as Bashetty’s NACA23015, this results in the wing tip vortex reaching a axisymetric flow condition
further downstream if it is reached at all. This would explain the drag increases in Bashetty’s results and the larger drag
increases for the NACA6412 airfoil as the camber is tripled. Additionally, the lift and drag ratio plots show that positive
results for the NACA0012 airfoil while for all angles of attack, the lift to drag ratio is reduced for the NACA6412 airfoil.

Table 3 Percent Difference in lift/drag Coefficient and lift/drag ratio for the rounded tips of both NACA0012
and NACA6412 airfoils at '4 = 142, 000

Airfoil Wing Tip Max %Δ�! Max %Δ�� Max %Δ�!/��
NACA0012 Round +8% at U = 10 ◦ −4.6% at U = 12 ◦ +12.4% at U = 10 ◦

NACA6412 Round +5.5% at U = 0 ◦ +11% at U = 4 ◦ −10% for U > −6 ◦
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a) �! vs U b) �� vs U

Fig. 6 Lift and drag coefficient plots for NACA0012 airfoil with square and rounded tips at '4 = 140, 000.

a) �! vs U b) �� vs U

Fig. 7 Lift and drag coefficient plots for NACA6412 airfoil with square and rounded tips at '4 = 140, 000.
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a) NACA0012 �!/�� vs U b) NACA6412 �!/�� vs U

Fig. 8 Lift and drag ratio plots for NACA0012 and NACA6412 airfoils with square and rounded tips at
'4 = 140, 000.

B. Effects of Sinusoidal Tips

1. Effects of Amplitude
Figure 9 shows the lift and drag coefficient plots for the NACA0012 airfoil with a square tip and sinusoidal tips

of different amplitudes. Figure 10 shows the lift to drag coefficient ratio plots. Table 4 below shows the percent
differences of the lift/drag coefficients and the ratios between the square and sinusoidal tip. It is clear that introducing
sinusoidal serrations to the side edge of of a wing tip will result in increases in lift generation. However, the drag
coefficient increases as well. The lift to drag ratio results show that sinusoidal serrations result in better aerodynamic
performance, however these results are heavily impacted by the amplitdue of the sinusoidal peaks. When using the
larger amplitude sinusoidal wingtip, the lift and drag ratio is reduced for all angles of attack. There are two aspects of
the flow mechanisms that can explain this. Firstly, sinusoidal serations disrupt the vortex formations at the wingtip.
Smaller individual vortices form as the flow separates from each peak and travel further downstream. This increases
vortex dissipation as these smaller vortices have lower tangential and axial velocities, leading to a less turbulent whole
vortex forming off the wingtip. Secondly, the sinusoidal serrations reduces the surface area in contact within the flow
field. This would predictably lead to lower lift and drag results which is not the case. However, this may contribute to
how amplitude effects the impacts of the sinusoidal serrations. As shown in the results, the lower amplitude tips out
perform the larger amplitude tips. This may be due to the fact that larger amplitude tips will result in larger vortices
forming. Pairing this with more surface area in contact with the flow field, the drag coefficient is more significantly
increased leading to the lower lift to drag ratio. This means that when using sinusoidal tips, a lower amplitude sinusoidal
tip is preferable for aerodynamic performance. It is important to note that these results will be majorly impacted when
using a different airfoil.

Table 4 Percent Difference in lift/drag Coefficient and lift/drag ratio for the NACA0012 airfoil with sinusoidal
tips at Re= 142,000

Airfoil Wing Tip Max %Δ�! Max %Δ�� Max %Δ�!/��
NACA0012 A10W5 +16% at U = 14 ◦ +14% at U = 12 ◦ −11% at U = 10 ◦

NACA0012 A3W5 +21% at U = 14 ◦ +7% at U = 12 ◦ +8.% at U > 5 ◦
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a) �! vs U b) �� vs U

Fig. 9 Lift and drag coefficient plots for NACA0012 airfoil with square and sinusoidal tips with different
amplitudes at '4 = 140, 000.

Fig. 10 Lift and drag coefficient ratio plots for NACA0012 airfoil with square and sinusoidal tips with different
amplitudes at '4 = 140, 000.

2. Effects of Wavelength
Table 5 below shows the maximum changes in aerodynamic behaviour for the NACA0012 airfoils with sinusoidal

tips of constant amplitude and varied wavelengths. From the previous section, a wavelength occurrence (number of
peaks) of 5 is used as the reference. These results show that either increasing or decreasing the wavelength of the
sinusoidal tip will result in either insignificant change or reductions in the lift coefficient and drag coefficients. These
reductions are more severe for the sinusoidal tip with the larger amplitude. When you increase the wavelength of the
sinusoidal tip, you increase the number of smaller vortices being generated. When adding excessive amounts of peaks,
this can cause more turbulent interactions between each vortex, resulting in a non axis-symmetrical flow condition of
the entirely formed wing tip vortex structure. This will lead to decreased lift and increased drag as seen in the results.
By the decreasing the wavelength, the effectiveness of the sinusoidal tip is softened. Fewer smaller vortices form and a
larger surface area of the airfoil will be in contact with the flow field. This impacts negatively on the aerodynamic
performance on the wingtip but at a lesser impact then when increasing the wavelength. It is important to note that these
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Table 5 Percent Difference in lift/drag Coefficient and lift/drag ratio for the NACA0012 airfoil with sinusoidal
tips of various wavelengths at Re= 142,000

Airfoil Wing Tip Max %Δ�! Max %Δ�� Max %Δ�!/��
NACA0012 A3W3 ∼ 2% for all U ∼ 1% for all U ∼ 1%or all U
NACA0012 A3W10 ∼ 2% for all U ∼ 2% for allU −6% at U = 10 ◦

NACA0012 A10W3 −14% at U = 8 ◦ 6% at U = 14 ◦ −8% at U = 10 ◦

NACA0012 A10W10 −9% at U = 8 ◦ 5% at U = 14 ◦ −15% at U = 10 ◦

Table 6 Percent Difference in lift/drag Coefficient and lift/drag ratio for the NACA0012 airfoil with porous tips
at Re= 142,000

Airfoil Wing Tip Max %Δ�! Max %Δ�� Max %Δ�!/��
NACA0012 P1 +17% at U = 14 ◦ +6% at U = 12 ◦ +4% at U = 14 ◦

NACA0012 P3 +16% at U = 14 ◦ +7% at U = 12 ◦ +2% at U = 14 ◦

NACA0012 P5 −12% at U = 12 ◦ +10% at U = 12 ◦ −22% at U = 12 ◦

results will be majorly impacted when using a different airfoil.

C. Effects of Porous Tips
Table 6 below shows the maximum percent differences in aerodynamic behaviour for the NACA0012 airfoils with

porous tips. Figure 11 shows the lift to drag coefficient plots and Figure 12 shows the lift to drag ratio plots. From
these results, it is clear that introducing porosity will result in improved aerodynamic behaviour. However when larger
percentages of porosity is introduced, the aerodynamic performance of the airfoil worsens. Drag increases for all
porosity % while the lfit coefficient is only increases for the P1 and P3 wingtip. The lift to drag ratio plots show severely
worse aerodynamic performance from the P5 airfoil where porosity is increased to 50%. This is related to how the flow
interacts with the porous tip. As the flow hits the pressure side of the airfoil, a partial stream flows through the porous
holes and reattaches with the flow field either out the side of the wingtip or through the suction side of the wing tip.
This reduces the size of the wing tip vortex and the impacts on how the tip vortex may reduce lift. This can result in an
axisymmetric flow condition being reached sooner downstream. The drag increases for all porous wing tips. This can
be a result of blockages at the holes of the porous tip. As the stops at the pressure side of the airfoil at the porous hole,
some of the flow does not enter through and instead interacts with other flow streams that don’t enter the holes. This
can be what leads to increased drag and as the holes grow larger at higher porosity % the flow has mroe chance of
interacting on with each other on the pressure side of the airfoil. This can also explain the lower lift coefficient.
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a) �! vs U b) �� vs U

Fig. 11 Lift and drag coefficient plots for NACA0012 airfoil with square and porous tips at '4 = 140, 000.

Fig. 12 Lift and drag coefficient ratio plot for NACA0012 airfoil with square and porous tips at '4 = 140, 000.

V. Conclusion
In conclusion, this study presents the aerodynamic performance of a range of wing tip devices. Rounded wing tips

perform better aerodynamically for a symmetrical airfoil but will need to be tested on cambered airfoils individually to
confirm their viability. Sinusoidal wingtips also lead to better aerodynamic performance when using small amplitude
waves. These will need to be tested using a cambered airfoils as the results will differ. Porous wing tips improve
aerodynamic behaviour but only low levels of porosity is required. These will also need to be tested on a cambered
airfoil as the results will differ. In terms of reducing noise, these have been proven to be viable options as low noise
wing tip devices without sacrificing aerodynamic performance. Future work may include smoke visualisation study to
visualise the flow behaviour off the different tips and to record lift and drag measurements of the NACA6412 airfoils
with these tips.
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Comparison of Transport Property Models For Gas Giant
Planetary Entry Simulations

Igor I. Segrovets∗ and Rowan Gollan†
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The research presents a collection of methods for computation of transport properties, and
examines them with respect to a CFD simulation representing a Gas Giant planetary entry.
Transport properties are computed by first evaluating the collision cross section (CCS) param-
eter. The CCS data-sets considered share all but two interaction potentials yet it was found
the transport properties computed with each differ up to 15%. For frozen thermal conduc-
tivity the Eucken method performed best and was found to remain accurate up to 15,000K
and with a maximum error of 15% relative to the multi-component solution. For reactive
thermal conductivity Gupta models are accurate up to 14,000K with a maximum error of 10%
relative to the multi-component solution. Overall the approximate relations were increasingly
inaccurate for ionised flows for which more sophisticated modelling is recommended. These
models were implemented into The University of Queensland’s compressible flow simulation
program Eilmer to aid the study of aeroheating in Gas Giant atmospheres.

I. Nomenclature

�, �, �, � = fitting coefficients for Eq.(1) of [1].
08 , 08 (V), 38 , 68 = fitting coefficients for Eqs.(3,5,8,9) of [2, 3].
2# , �# , �# = fitting coefficients for Eq.(10) of [4].
0;,8 = stoichiometric coefficient of species i in reaction l.
�? = specific heat at constant pressure (�/:6).
� = binary diffusion (<2/B).
Δ
(1)
8 9

, Δ(2)
8 9

= Gupta factors defined Eq. (20), Eq. (21) (2<-B).
[ = viscosity (:6/<-B).
ℎ = enthalpy (�/:6).
Δℎ; = enthalpy of reaction l (�/<>;).
: = thermal conductivity (,/<- ).
:� = Boltzmann constant = 1.380649 × 10−23 (�/ ) = 1380649/16021766340 (4+/ ).
_ = Debye shielding length (2<).
< = mass (:6/particle).
" = molar mass = < × #� (:6/<>;).
= = number density (particles/<3).
#� = Avogadro number = 6.0225 × 1023 (particles/<>;).
? = pressure (%0).
@ = heat flux (�/B-<2).
'D=8E = universal gas constant = 8.314 (�/<>;- ), when denoted '′= 1.987 (20;/<>;- ).
d = density (:6/<3).
f = differential cross section (Å).
) = temperature ( ).
)∗ = reduced temperature.
G = mass fraction.
- = mole fraction.
* = velocity (</B).
f2Ω

(ℓ,B)∗
8, 9

= collision cross section, (Å2).
∗Undergraduate Category, Department of Mechanical & Mining Engineering, igor.segrovets@uqconnect.edu.au. AIAA Student Member.
†Professor, Centre for Hypersonics, Division of Mechanical Engineering. Associate Fellow AIAA.
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II. Introduction

Improving the predictive power of computational simulations for hyper velocity flows requires the corroboration of
experimental and numerical studies. As it stands in the research community those of us focusing on experimental

testing in shock tunnels rarely have a chance to understand the details of the thermo-physical modelling used in the
Computational Fluid Dynamic (CFD) codes developed by our colleagues. It is then the purpose of this paper to make
accessible the recent efforts in modeling properties of the gas describing the transport of energy and momentum,
respectively called thermal conductivity and viscosity. This comparative review should aid researchers in implementing
the programs and understanding the limitations of their computations. Accurately computing transport properties is
especially important in compressible high-speed flows—such as those encountered during planetary entry—where they
strongly affect the calculated convective heat flux [1] and as a result will influence design of a spacecraft’s thermal
protection system .

Upon returning data from its Jupiter entry mission the Galileo probe revealed that initial predictions of the ablation
pattern resulting from its trajectory were diametrically opposed to that experienced by the craft [5]. This prediction
failure set a historic precedent for the study of Gas Giant atmosphere thermo-chemistry. Today there is a renewed
interest in Jovian planet exploration with Saturn and Neptune named as potential mission candidates in NASA’s
decadal mission survey [6]. This has motivated the investigation of radiative and convective heating loads on Jovian
atmosphere entry probes. In response, this paper conducts a comparative review of transport property models on
which such studies rely upon. A six species gas mixture composition (�2, �, �+, �4, �4+, 4−) is considered over
the temperature range of 200K-20,000K which encompasses typical atmospheric entry conditions [1]. A cold gas
Gas Giant atmosphere compositions cited in literature and used here also is 0.89 j�2 and 0.11 j�4 by mole fraction
[1, 2]. Thermal conductivity and viscosity are evaluated under frozen and equilibrium thermo-chemical assumptions by
development of a sub-program into The University of Queensland’s compressible flow simulation program Eilmer [7].

The physical phenomenology of the gas involves the interplay of thermodynamic, chemical and thermal-kinetic
effects which in practical applications, especially those involving gas mixture, are approximated using mixing-rules.
Mixing-rule relations trade accuracy for computational efficiency by approximating the multi-component solution to the
Boltzmann Equation proposed by Chapman and Enskog [8]. In this study the Eucken-Hirschfelder rule [9, 10] and
Yos-Gupta [11] rules are examined. These methods rely on thermophysical parameters such as the mole fractions,
specific heats, enthalpy of chemical species, and collision cross sections (CCS) between the chemical species pairs,
including neutral and ionized chemical species. The process to compute transport properties is then two stepped, first
must be computed the thermo-physical parameters of the gas, including the collision cross sections of all species pairs
then solve the exact or approximate multi-component equations.

To simulate a hypersonic shock-layer experiment it may be useful to understand that the Chapman-Enskog solution
provides a bridge from the inter-species collision (mesoscopic) scale described by the Boltzmann Equation to a
macroscopic timescale of the fluid described in terms of bulk flow and transport property coefficients. The multi-
component solution is a linear symmetric NxN system of equations describing the interaction of each pair of species
in the gas. The transport property equations for pure gasses are derived from this formulation, but for gas mixtures
numeric methods are needed to deal with inter-species interactions.

The collision cross section parameter is collated from various chemical and and quantum mechanics studies for a
large number of particle species in literature. The result are usually recoverable with fitting equations and a data-set
of coefficients. The contemporary data-sets for non-ionised �2 − �4 composition interactions, at the time of writing,
are that of [1] and [2] from now on referred to as the Palmer and Bruno data-sets respectively. The Palmer data-set
refit many collision cross sections of the Bruno data-set due to superior accuracy of the latter. Differences remain
between treatment of � − �4, �2 − �4 and charged potentials, these are investigated. For charged species the relations
of Stallcop are used [4].

III. Collision Cross Section
The collision cross section depends strongly on the interaction potential between a species pair. Neutral-neutral and

neutral-ion interactions are dominated by short ranged inter-molecular forces. The Bruno and Palmer data-sets evaluate
the integral in the cross section form f2Ω(ℓ,B)∗ which includes in it the squared differential cross section f2, hence this
is called a collision cross section.

The superscript (ℓ, B) is the order of the collision and can be thought of as a description of the discrete energy
state before and after the interaction. For temperatures up to 20,000K the gas mixture is sufficiently described by first
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order transport properties [12] which requires only the (1,1) diffusion, (2,2) viscosity CCS. The (1,2) and (1,3) order
integrals represent second order solution and correspond to the off-diagonal terms of the multi-component solution
matrix relevant at higher temperatures [2].

A. Palmer Data-set
Palmer fitting parameters can be found in [1] and the data-set supports up to a seven species model with the inclusion

of �+2 . The source paper omits that Eq. (1) has an implicit c product in the result, the representation shown here is full
and complete.

cf2Ω
(ℓ,B)∗
8 9

= �) U

U = �(ln))2 + � ln) + �. (1)

B. Bruno Data-set
The data-set of [2] has separate parameterisation functions for neutral-neutral or neutral-ion and electron-neutral

species. Additionally, �4−�2 and �2 −�4+ have separate phenomenological potentials computed with the formulation
of [3]. � − �+ and �4 − �4+ undergo resonant charge transfer described by Eq. (4).

1. Neutral-Neutral and Neutral-Ion Interactions
Coefficients entering Eq. (3) are found in [2].

j = ln()) (2)

�(1) = exp[(j − 03)/04]
�(2) = exp[(j − 06)/07]

f2Ω
(ℓ,B)∗
8 9

= [01 + 02j]
�(1)

�(1) + exp[(06 − j)/07]

+ 05
�(2)

�(2) + exp[(06 − j)/07]
. (3)

2. Resonant Charge Transfer Correction of � − �+ and �4 − �4+
The six species model and first order transport equations only require charge transfer correction for order (1, 1) CCS

of � −�+ and �4 −�4+ interaction pairs. They are evaluated with Eqs.(2, 4, 5) and entering the coefficients of Table 1.

f2Ω
(ℓ,B)∗
8 9

=

√(
Ω
(ℓ,B)∗
8, 9

)2
+

(
Ω
(ℓ,B)★
ch−ex

)2
(4)

f2Ω
(ℓ,B)★
ch−ex = 31 + 32j + 33j

2 (5)

Table 1 Bruno resonant charge transfer correction fitting coefficients for order (1, 1) CCS [2].

(8 − 9)2ℎ−4G 31 32 33
�4 − �4+ 38.6185 -3.1289 6.3410(-2)
� − �+ 63.5437 -5.0093 9.8797(-2)
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3. Phenomenological Potentials of �4 − �2 and �4+ − �2
The data and formulation for these potentials that is found in [2, 3] has been reproduced and simplified where

possible, for example by evaluating the differential cross section f.

lnΩ(ℓ,B)∗
8, 9

= [01 (V) + 02 (V)G]
exp {[G − 03 (V)] /04 (V)}

exp {[G − 03 (V)] /04 (V)} + exp {[03 (V) − G] /04 (V)}

+ 05 (V)
exp {[G − 06 (V)] /07 (V)}

exp {[G − 06 (V)] /07 (V)} + exp {[06 (V) − G] /07 (V)}

(6)

G = ln)★ = ln (:�)/Y>) = ln (1380649 · )/(16021766340 · Y>)) (7)

The the well depth Y> of Eq. (7) is shown in Table 2. In Eq.7 :� is the Boltzmann constant in 4+/ . To compute the
collision integral of Eq. (6) its 08 (V) coefficients are calculated using Eq. (8) entering coefficient from Table 2 and 2 9
coefficients found in Table 3 and Table 4.

08 (V) =
2∑
9=0
2 9 V

9 = 20V
0 + 21V1 + 22V2 (8)

Table 2 Parameters entering to Eqs.(6-8)[2, 3]

V Y> [eV] f2 [Å2]
�4 − �2 9.290 1.865(−3) 8.1108
�2 − �4+ 9.220 1.775(−1) 3.7673

Table 3 Parameters of [3] entering to Eq.(8) for the �4+ − �2 interaction.

20 21 22 20 21 22
Ω(1,1)∗ Ω(2,2)∗

01 9.851755(−01) −2.870704(−02) − 9.124518(−01) −2.398461(−02) −
02 −4.737800(−01) −1.370344(−03) − −4.697184(−01) −7.809681(−04) −
03 7.080799(−01) 4.575312(−03) − 1.031053(+00) 4.069668(−03) −
04 −1.239439(+00) −3.683605(−02) − −1.090782(+00) −2.413508(−02) −
05 −4.638467(+00) 4.418904(−01) −1.220292(−02) −4.127243(+00) 4.302667(−01) −1.352874(−02)
06 3.841835(+00) 3.277658(−01) −2.660275(−02) 4.059078(+00) 2.597379(−01) −2.169951(−02)
07 2.317342(+00) 3.912768(−01) −3.136223(−02) 2.086906(+00) 2.920310(−01) −2.560437(−02)

Table 4 Parameters of [3] entering to Eq.(8) for the �4 − �2 interaction.

20 21 22 20 21 22
Ω(1,1)∗ Ω(2,2)∗

01 7.884756(−01) −2.438494(−02) − 7.898524(−01) −2.114115(−02) −
02 −2.952759(−01) −1.744149(−03) − −2.998325(−01) −1.243977(−03) −
03 5.020892(−01) 4.316985(−02) − 7.077103(−01) 3.583907(−02) −
04 −9.042460(−01) −4.017103(−02) − −8.946857(−01) −2.473947(−02) −
05 −3.373058(+00) 2.458538(−01) −4.850047(−03) −2.958969(+00) 2.303358(−01) −5.226562(−03)
06 4.161981(+00) 2.202737(−01) −1.718010(−02) 4.348412(+00) 1.920321(−01) −1.496557(−02)
07 2.462523(+00) 3.231308(−01) −2.281072(−02) 2.205440(+00) 2.567027(−01) −1.861359(−02)
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4. Electron-Neutral Interactions
Equation (9) describes �2 − 4−, � − 4− and �4 − 4− interactions [2].

� (1) = exp[(j − 61)/62],

f2Ω∗ = 63j
65

� (1)
� (1) + exp[−(j − 61)/62]

+ 66 exp
[
−

(
j − 67
68

)2]
+ 64. (9)

C. Ion-Ion Interactions
In this class of interaction long range electrostatic forces dominate the short range atomic forces. In ionised flows

the interaction potential is described using a Coulomb screened potential model, where interaction forces beyond the
Debye shielding length _ are effectively cancelled by equal and opposite electrostatic forces. The collision parameter is
recovered from Eqs. (10 - 12) by entering the reproduced coefficients of [12] found in Table. 5. The coefficients are
valid where reduced temperature )∗ ≥ 4 and the equations hold while quantum corrections are not significant. This is
true in the low density regime typical to re-entry flows [4, 13].

f2Ω
(# ,# )∗
8, 9

=

(
5.0 × 1015

)
(_/)∗)2 ln

{
�#)

∗ [1 − �# 4G?(−2#)∗)] + 1
}

(10)

_ = 6905
√
)/=4− (11)

)∗ = 4132500
[
)1.5/√=4−

]
(12)

The charge density is evaluated as the electron number density =4− using an equilibrium charge assumption in units
per <3. Bruno uses the assumption that both electrons and ions contribute to the Debye shielding length such that the
effective charge density used in Eq. (11) is doubled [4]. Physically this is justified in conditions of equilibrium plasmas,
which differs from the mildly ionised flow encountered in atmospheric re-entry. The impact of this was investigated for
the temperature range in question.

Table 5 Fitting parameters for Eq. (10) Shielded Coulomb CCS at )∗ ≥ 4 [12].

Attractive Repulsive
N �# 2# �# �# 2# �#

1 -0.476 0.0313 0.784 0.138 0.0106 0.765
2 -0.146 0.0377 1.262 0.157 0.0274 1.235

IV. Transport Properties

A. Mixture Thermal Conductivity
For a pure gas, calculation of the heat flux vector q is shown to be directly proportional to the temperature gradient

∇T scaled by the thermal conductivity : of the gas

q = −:∇T. (13)

Physically thermal conductivity describes exchange of energy as a result of intermolecular collisions. If conditions
in the flow field are such that a collision between species imparts sufficient energy for the species molecule to react,
additional heat is transported by means of chemical enthalpy [14]. Heat conduction increases due to concentration
gradients in the mixture, where dissociated gasses in high temperature regions are now favourably diffused into low
density, low temperature regions. Here the lower temperature facilitates recombination of the diffused molecules. This
reaction releases the energy carried from the high temperature region. When using macro-scale methods such as in
CFD codes, this is seen as an increase in the thermal conductivity : of the gas. Non-reacting thermal diffusion carries
negligible contribution when compared to molecular collision and chemical enthalpy and it is usually neglected [12].
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A derivation of reactive and internal thermal conductivity under equilibrium thermo-chemistry can be found in
[11, 15]. Relations of [16] allow for Eq.(13) to be decoupled from the flow geometry and generalised for an arbitrary
reacting gas mixture. Then thermal conductivity can then be expressed as a summation of its frozen : 5 and reactive :A
components as in Eq. (14) [11], where the double sum is over all binary pairs of interactions and NS is the number of
total species. The frozen component can be expressed in terms of translational :CA and internal :8=C D.O.F.

q = − ©«: 5 − d

"2<

NS∑
8=1

NS∑
9=1

ℎ8"8" 9�8 9

(
m- 9

m)

)
4@

ª®¬∇T,

= (: 5 + :A )∇T. (14)

: = : 5 + :A = :CA + :8=C + :A . (15)

B. Eucken-Hirschfelder Frozen Thermal Conductivity
The Eucken-Hirschfelder approximation simplifies the treatment of polyatomic gasses for computation of frozen

thermal conductivity. This is achieved by employing several assumptions.
1) Energy transfer between translational and internal degrees of freedom (D.O.F) is sufficiently rapid such that their

distribution is equivalent to that of one at local equilibrium [10].
2) Each internal energy state of a molecule are modelled as a pseudo chemical species of the gas, ”Eucken species"

[17], all species are then mono-atomic.
3) Assumption (2.) implies that all species have identical mass and approximately the same interaction potential

such that thermal diffusion is negligible.
4) Assumption (2.) implies that each D.O.F now interacts elastically through a process of translational collisions,

: ′CA . The inelastic coupling of internal D.O.F found in polyatomic species is approximated by diffusion of Eucken
species, : ′

8=C
, reflecting a relaxation of the collisional energy distribution.

The derivation of the Eucken-Hirschfelder approximation can be found in [17] for pure gasses, later derived by [12] for
a gas mixture. In Eq.(16) subscript < denotes a property of the gas mixture, and d�/` is a single term known as the
reciprocal Schmidt number.

: = : ′CA + : ′8=C =
15
4
:�[

<
+ d�
<

(
�? −

5
2
:�

)
,

=
'D=8E

"<
[<

[
15
4
+

[
d�

[

] (
�?,<

'D=8E
− 5
2

)]
. (16)

A value of d�/[ = 1.32 corresponds to a Lennard-Jones 6-12 interaction potential [18], and has been shown to
significantly improve model accuracy [10]. Mixture viscosity can be calculated using the kinetic theory of gases [17] or
using a number of approximate mixing rules [12] to varying degrees of accuracy. The next section will present the
Yos-Gupta mixing rule used for this work.

The mixture specific heat �?,< is calculated using Eq. (17). Species specific heat �?,8 is retrieved from the ideal
perfect gas thermodynamics model for Gas Giant compositions in the Eilmer CFD methods library [7].

�?,< =

#(∑
8=1

-8�?,8 . (17)

C. Yos-Gupta Total Thermal Conductivity

1. Transnational and Internal Contribution
Using the derivation of [9] the reactive thermal conductivity component of Eq.(14) can be recast omitting the

diffusion coefficient �8, 9 , which can be otherwise understood as the simplification of the non-diagonal terms of the
multi-component solution.
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:CA =
15
4
:� × 102

#(∑
8=1

-8

[ #(∑
9=1
U8 9- 9Δ

(2)
8 9

]−1
, (18)

:8=C = :� × 102
#(∑
8=1

[
-8

(
�?,8

'D=8E
− 5
2

) ( #(∑
9=1

- 9Δ
(1)
8 9

)−1]
, (19)

The Gupta factors Δ(1)
8 9

and Δ(2)
8 9

are computed using Eqs.(20,21), this way computation resources can be optimised as
this factor is used for both frozen and reactive thermal conductivity’s.

Δ
(1)
8 9
=
8
3

(
1.5460 × 10−20

) √
2"8" 9

c'′
D=8E

) ("8 + " 9 )
cf2Ω

(1,1)∗
8, 9

, (20)

Δ
(2)
8 9
=
16
5

(
1.5460 × 10−20

) √
2"8" 9

c'′
D=8E

) ("8 + " 9 )
cf2Ω

(2,2)∗
8, 9

, (21)

U8 9 = 1 +
[1 − A" ] [0.45 − 2.54A" ]

[1 + A" ]2
, where A" =

"8

" 9

. (22)

2. Reactive Contribution
Reactive thermal conductivity is then the sum over the total number of independent reactions, NIR in the system.

Equation.(23) produces errors if reactions occur simultaneously [19] however, the Hydrogen-Helium composition is a
suitable use-case as each reaction has a distinct temperature interval.

:A = :� × 102
NIR∑
;=1

(
Δℎ;/'D=8E,8)

)2∑NS
8=1

(
0;,8/G8

) ∑NS
9=1

(
0;,8G 9 − 0;, 9G8

)
Δ
(1)
8 9

. (23)

The enthalpy contribution of each reaction is calculated with,

Δℎ; =

NS∑
8=1
(ℎ8) 0;,8"8 , (24)

where 0;,8 is the stoichiometric coefficient of the i’th species in the l’th reaction. An independent reaction as one written
such that the independent component � 9 appears in only one reaction and is cast on the left hand side, with all other
components divided by its stoichiometric coefficient to meet form

� 9 =

#(∑
8=1,≠ 9

0;,8�
8 ('4 5 . [14]). (25)

Dissociation of �2 occurs at temperatures 1000 -7000 and has the chemical equation H2 +M
 H + H +M. (M)
represents the inert interaction with any species in the mixture and drops out from the equation after applying the
stoichiometric balance of Eq.(25). Proceeding to higher temperatures between 7000 -17, 000 ionisation of � will
occur, H +M
 H+ + e− +M. Finally, above 17, 000 the ionisation of �4, He +M
 He+ + e− +M.

D. Mixture Viscosity
Armali-Sutton and Yos-Gupta mixing rules have been shown to have favourable computational efficiency amongst

the many available viscosity mixing rules [11, 12]. The Armalli-Sutton scheme was shown to retain higher accuracy in
the partially ionised region above 10,000K however, it relies on gas state dependent fitting factors which are yet to be
optimised for a wide range of conditions in hydrogen-helium compositions [12] and as such its performance is difficult
to predict.
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As for the Yos-Gupta rule it approximates off-diagonal terms in the multi-component equations which means it can
not account for energy transfer dominated by long range interactions such as in ionised flows. The trade off can be
considered small due to the diminishing importance of viscosity to heat transfer in the radiation dominated regime [1].
As such the Yos-Gupta correlation was chosen for implementation to Eilmer. In Eq. (26) the Δ(2)

8 9
is computed as before

with Eq. (21).

[ =
1
10

#(∑
8=1

©« -8"8/#�∑#(
9=1 - 9Δ

(2)
8 9

ª®¬ . (26)

V. Results and Discussion
The sub-program was used to evaluate viscosity and thermal conductivity models using two CCS data-sets under

conditions of equilibrium and frozen equilibrium chemistry in the temperature range of 200K-20,000K and at a constant
pressure of 100kPa. Results are evaluated with respect to the NASA Chemical Equilibrium with Applications (CEA)
program [18] which uses multi-parameter curve fitting to recover tabulated gas properties, and the multi-component
solutions of [2] computed with the Bruno CCS data-set. For the frozen condition the multi-component solution of [10]
is used which was computed with the CCS of [20].

For frozen thermal conductivity shown in Fig. 2 the Eucken rule provides the best agreement up to 15,000K and
was accurate within 15% of the multi-component solution. This is because �2 − �4 mixtures become increasingly
mono-atomic after 1000K making this composition very compatible with the mixing rules assumptions. At higher
ionisation’s the Gupta rule’s over prediction of viscosity drives Eucken conductivity to do the same, as follows from Eq.
16. Gupta and CEA results overshoot the first dip associated with � ionisation, and are not accurate above 9,000K. This
is unlike the Eucken conductivity which does not show the increase in thermal conductivity after 15,000K that occurs
once long range interactions begin to dominate the flow. If used strictly for frozen thermal conductivity in flows below
15,000K the Eucken rule can be strongly recommended.

For total thermal conductivity shown in Fig. 1b all models reproduce the multi-component solution within 10% at
temperatures below 14,000K. In the highly ionised region solutions diverge significantly, yet the models using Eucken
frozen conductivity remain self-similar as they both use the Gupta mixture viscosity. Overall, the models have an
accuracy that exceeds uncertainties achieved in experiment, and reproduce the multi-component solution better than
CEA, making them a suitable choice for CFD codes.

On viscosity, shown in Fig. 1a the Gupta rule provides excellent agreement up-to 10,000K after which the
characteristic overshoot is observed. Here CEA shows a better agreement at low ionisation temperatures 10,000K-
15,000K. Neither CEA or Gupta preformed well in the moderately ionised regime. For neutral flows the Gupta rule has
been characterised in literature to outperform the commonly used Wilke rule [12] still widely used in CFD research.
This is the rule used before the introduction of this works sub-program in Eilmer and the implemented Gupta rule will
provide improved accuracy in the temperature range 6,000K-10,000K, yet it should be used with consideration for the
over-prediction observed in ionised flows.

On collision cross sections, the Palmer CCS tend to produce higher values for transport properties in all but the
region above 12,000K. There the Bruno treatment of charge density for computation of the Debye shielding length
decreases the shielding length which decreases the CCS for charged interactions. This correlates inversely with transport
properties, so Bruno’s treatment of charged interactions increases the highly ionised thermal conductivity as seen in Fig.
1b. A similar behaviour is seen in the highly ionised region of the viscosity curve shown Fig. 1a.

The examined transport property models were compared against theWilke mixing rules [10, 12] already incorporated
to Eilmer’s Gas Giant equilibrium perfect gas model. This was done by comparing the results for a simulation of a
shock-tunnel test imitating a planetary entry scenario. The flow state is ()∞ = 377.1K, ?∞ = 55.0Pa,*∞ = 18, 201.2m/s),
the composition is (G�2 = 0.11, G�4 = 0.89) by mass fraction and the geometry is a 0.0125m radius 2D cylinder,
approximating typical blunt body planetary entry probe. Results are shown with respect to the stagnation streamline at
the crafts nose in Fig. 4 and Fig. 3 for thermal conductivity and viscosity respectively.

It can be observed in Fig. 3 that the temperature profile quickly enters a moderately ionised regime for which
viscosity is over estimated by the Gupta model. As a result the Eucken frozen conductivity is drastically over estimated.
The contribution of reaction enthalpy modelled with Gupta :A is small. Palmer CSS are shown to produce a larger
increase in transport properties at the low pressure condition, this is most prevalent on the shock side of the stagnation
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line. Although the treatment of � − �4, �2 − �4 potentials differs between the CCS sources, the 15% difference in
temperature response of the models cannot be readily explained by the behaviour observed in the 100kPa pressure tests.

VI. Conclusion
The characterisations conducted of viscosity and thermal conductivity mixing rules provide a good point of reference

for those needing to evaluate Hydrogen-Helium gas states and reveal the difficulty in approximating the behaviour of
ionised flows. A recommendation can be made to incorporate a multi-component solution method into the Eilmer
program, which would greatly lower the uncertainties at temperatures exceeding 10,000K. The comparative review
of methods conducted here will aid researchers in utilizing the most appropriate transport property methods and to
understand their performance and limitations. This non-trivial aspect has been commonly overlooked in literature where
inaccurate methods are still widely employed.
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Fig. 1 Comparing CCS data-sets of Bruno [2] and Palmer [10] for computation of transport properties at
equilibrium. Compared against CEA [18] and multi-component solution of Bruno [2].
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The idea states idea of converting the quantum energy using nuclear reactor. That later is converted into heat 

energy with high temperature. That energy would be helpful into the propulsion. This would create better ways 

to avoid pollution while we want higher Isp. Also the thrust and Isp will be ideal for deep space missions. But 

propulsion technique can be used in both with gravity or without gravity circumstances. For the gravity and 

zero gravity mediums will be totally different. This also includes the design of a particle detector, which is 

crucial part of the quantum propulsion systems, mentioned here. Particle detector and it’s working with PPU, 

is also explained here in this paper. Also, it’s coupling with other space propulsion systems like NTP , or Electro-

Thermal Propulsion systems is also stated here. 

 

 

Nomenclature 

Isp- Specific Impulse 

PPU- Power Processing Unit 

NTP- Nuclear Thermal Propulsion 

ε- Expansion rate for the nozzle 

Pe- Exit Pressure 

Pa- Ambient Pressure 

Γ- Dependent of the fuel used (here it’s just particle detector) 

De- Exit Diameter 

LHC- Large Hadron Collider 

QPS-Quantum Propulsion System 

PD- Particle Detector 

CRPC- Carbon Reinforced Polymer Composites 
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I. INTRODUCTION 

Quantum propulsion includes different technical terms from propulsion systems, quantum mechanics and calculus. 

The concept stated here works on the principle of the Fermi-Boson splitting principle and their amplitudes. The 

system considers following basic subsystems: 

 

1. Particle Detector. 

2. Calculations with Gravity and Zero Gravity Circumstances. 

3. Mediums of Operations in Gravity and Microgravity Circumstances. 

4. Explanations for Particle Detector including: 

 Material 

 Shape and Size 

 Design 

 Calculations 

5. Nozzle Designing (Including calculations for Expansion Rates, Pressures, and Velocities.) 

II. WORKING: 

The system will work in Gravity and Zero Gravity circumstances, as stated follows: 

1. In Gravity Circumstances: 

 In, gravity circumstances the particle detector will work same as LHC. The detected particles will 

collide and release the energy. 

 For the particle detection the medium used is atmosphere. The particle present in the atmosphere will 

be detected on the principle of the STANDARD MODEL OF PARTICLES. 

  
 Figure1. Standard Model Of Particles 

 Image Courtesy: CERN 

 The particles will release certain amount of the energy, which will further passed on to the PPU. The 

particles will be split based on the Fermions and Bosons principle, after collision. 

Formulae: 

FERMI PARTICLES (Amplitude Direct – Amplitude Exchanged) 

BOSON PARTICLES (Amplitude Direct + Amplitude Exchanged) 
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 PPU will have a nozzle which will increase the velocity and will decrease the pressure. And hence will 

give mechanical energy to the systems. 

 Nozzle will be about a size of a normal car engine, which will be providing the thrust required to take 

off. Also the system will also have Isp about 326 sec. 

 Calculations: 

∆V = Isp ∗ g ∗ ln𝑀𝑟 

ΔV= It is taken to 3000m/s. 

ln(Mr)=  ln(Mf/Me), where, final mass Mf is assumed to be 100 kg and Me is initial mass round 61 kg. 

3000= Isp*9.81*0.494296321 

3000/4.849046917= Isp 

Isp= 618 Sec 

 

2. Zero Gravity Circumstances 

 In the absence of the gravity, medium for the particle detection will be the space dust and the unknown 

particles present in the space. 

 Dust particles will be gone through the fan like structure designed and located outside the tube used.  

 The wing rotation will also provide the drag and allow the spaceship to flow. This will provide the 

allowance to particles to enter through the pipe of detector and will collide. 

  
 Figure2. Wing drawn with AutoCad-2015 

  

 The wing shape here provides a unique drag, and sizes between  20-25 cm. This will also provide 

higher energy required for the spacecraft during interplanetary transfer. 

 Isp provided will be same as the gravity circumstances, and upon separation of payload, lander, orbiter 

or any instrument, Isp will be increased. 

 The energy is also stored in PPU system for further journey. 
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III. PARTICLE DETECTOR AND ITS SUBSYSTEMS: 

Particle detector is the most efficient part of the quantum propulsion systems. 

 SYSTEM SPECIFICATIONS 

1. Nozzle: 

 The design selected for nozzle is Plug Nozzle or Aerospike. This will provide higher expansion rates, 

which results into under-expansion of the nozzle.  

 Due to this the weight of the nozzle and outer diameter of the nozzle is decreased, which gives 

allowance to increase payload weight or stay time I the orbit 

  
 Figure 3. Aerospike Nozzle 

 

Image Courtesy: Perdue Engineering – Ch4-89 

 

 

 Calculations: 

Expansion rate of the nozzle- 

Gamma has been assumed to be 1.21, by combining system with AP and Aluminum combinations.  

ε= 20.23256879 

For this, exit pressure is assumed to be the one third of the ambient pressure and ambient pressure is 1 

bar. 

With the same calculations, the Mach number is, 

Me=3.80 

                       # All these assumptions are derived from the literature survey. 

 

IV. MATERIAL USED FOR THE DESIGNING OF THE QPS: 

               REQUIREMENTS: 

 As the PD consists of the collider, it has high vibrational amplitudes. And for that we require the 

material which could sustain higher vibrations. 

 Also while the procedure the temperature increases gradually, which may result in the cracks. To avoid 

these problems higher temperature sustainable material is preferred.  
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 As material has to undergo harsh environments, it must be non-corrosive, sustainable and reusable.  

 Material should also have higher yield strengths, to bear any external drag forces. 

 

MATERIALS TAKEN INTO CONSIDERATION: 

 Names- 1. Ti-6Al-4V             2. Carbon Reinforced Polymer Composites. 

 These two materials are preferred on the basis of their density, yield strength, and sustainability.  

 Though the titanium alloys have high density, these materials are used for all purpose, which can be 

used while recovering drag, gravitational forces.  

 CRPC allows to have high length, with lesser weights and higher fineness ratio for the fins and other 

wing shapes. 

MATERIALS CHOOSEN: 

 Titanium alloy is chosen to build the core system of the PD.  

 CRPC is selected for the wind pipe system stated before. 

 Though the density for the titanium alloy is 4430gm/cm^3, it will help while we have the system 

combined with NTP or Pulsed Plasma, where pebble bed is included. 

 Also, the cost of titanium alloy is high, but the system is reusable and hence is compatible cost wise. 

 

 

V. PARTICLE DETECTOR WORKING COMBINED WITH PPU 

 

1. The particles will enter the system, when the design showed in the figure before. Firstly, fan will rotate at 

very low rpm, and the system will start working. Thereafter, according to the requirement of the mission 

rpm of the system can be changed.  

2. Upon rotation, the space dust, or any other particles will enter the system and will be detected and energy 

conversion will be started.  

3. The pipe will have a valve, where there is entry point for the PD system. This will control the flow of the 

particles.  

4. Once they enter, collision will take place and the splitting of the particle system occurs. That will be 

separated in Quarks and Leptons. Upon that energy will be released and will be processed to PPU. 

5. PPU will consist of the two sections: 

 Active System  

 Failure System 

6. Active system works continuously, unless and until a code provided indicates the system failure of any type 

such as wing cracks, sudden temperature rise and cracks in PD system. 

7. When the failure code gets activated, it simultaneously gives a command to the failure system to activate. 

This system will conclude, two solar wings with higher span and which can work like wings and provides 

high thrust to the system. This procedure will be activated within 3 to 5 sec of time. 

8. When system is running without any failure, it follows the following sequence of the operations: 

 Once the energy is captured, it will convert the energy into the mechanical energy, with the nozzle 

system, which is already described. 

 When we are required to change, the amount of energy created we can increase or decrease the rpm of 

the system, which also results in corresponding change in the velocities also. 

9. The system will take 3 seconds to activate, once it crosses the Karman line. System is estimated to be work 

for 3 or 3 and ½ years.  

10. As system has less dry mass, it allows to increase the payload mass, with providing higher Isp.  
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PROCEDURE AFTER THE PD SYSTEM IS ACTIVATED:   

There will be code activated after the system is activated, whether to assure the system is active or facing any 

failure.  

CODE: 

#include<stdio.h> 

void main() 

{ 

char system; 

printf(“ enter a character system”); 

scanf(“ %system”&system); 

if(“system=go”); 

printf(“%system is successfully activated”); 

else 

printf(“ %system has failure”); 

} 

Code1.System Failure Code 

 

VI. SHAPE AND SIZE FOR THE PARTICLE DETECTOR 

1. System will have cylindrical shape, with amplitude measurements. 

2. Amplitude measurement system, will state or estimate the rough amount of the energy, by activating a 

code. 

CODE: 

#include<stdio.h>  

void main()  

{  

float AS, SF, TE;  

printf(“ enter AS and SF”);  

scanf(“ %f,%f”, &AS&SF);  

TE= AS+SF;  

printf(“ TE is %f\n”);  

} 

Code2. Total Energy Code 

3. The size of the detector will be around 1000 cm^3 volume, which is smaller compared to the other system. 

4. The length of the cylindrical system is about 0.5 m, also it will consist of aerospike or the plug nozzle, with 

the thickness around 0.05 m, and made up of the titanium alloys. 

 

 

 

 

 Figure of the model on the next page due to size constraints. 
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Figure 4. Top view of Quantum Propulsion Systems 

 

 

VII. FURTHER PROCEDURES 

1. The system can also be used to power the spaceflights on the other planets. 

2. It may be useful for the ‘TAG’ activities, like Bennu, as the system is compatible with working in low 

gravity or zero gravity circumstances. 

 

VIII. ADVANTAGES 

1. System provides higher supply of energy throughout the entire mission, so it can be used to power return 

journey of the mission. 

2. The system causes very less pollution or no pollution. 

 

IX. LIMITATIONS 

1. Initial cost of the QPS is high. 

2. The system is likely to fail in the cases of sudden temperature changes, breakage of the wings and cranks in 

PD systems. 

3. Landing mode for the mission is selected to be water landing, as it gives less velocity, on re-entry as system 

shuts down. 
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Flight planning is one of the essential factors of the airline operation. The selection of routes will 

determine the economic value of the flight. However, some conditions may prevent the flight to use the 

most optimum route due to airspace restriction or weather condition. The research aims to develop a 

search engine program that uses dynamic flight parameters that considers fusion of System Wide 

Information Management (SWIM) data including weather data and NOTAM to produce the most 

optimum route in 2D flight planning. The Dijkstra’s pathfinding is implemented in Python 

programming language to produce the flight plan. The navigation data used is enroute airway in 

Indonesian FIR regions. The scenario used is a flight from Jakarta to Makassar with duration of 2 

hours flight with considering the effect of restricted airspace and weather blockage during in-flight. 

The study also uses the optimum route produced by the algorithm to be compared with the possible 

alternate routes to define how optimum the route is. Adding a restricted airspace parameter will result 

in a new optimum flight plan that able avoids the airspace and the most minimum distance. The effect 

of external wind parameter could influence the optimum route which may vary depends on the speed 

of the wind.  

I. Nomenclature 

2D = Two Dimension 

AIXM = Aeronautical Information Exchange Model 

API  = Application Programming Interface 

ARINC = Aeronautical Radio Incorporation 

ATC = Air Traffic Control 

ATM = Air Traffic Management 

FIR = Flight Information Region 

FIXM = Flight Information Exchange Model 

FMS = Flight Management Systems 

GA = Garuda Indonesia Airline 

METAR =  Meteorological Aerodrome Report  

NOTAM = Notice to Airmen 

VOR = Very Hight Frequency Omni-Direction Radio Range 

SWIM = System Wide Information Management 

USD = United States Dollar 

WXXM = Weather Exchange Model 

II. Introduction 

Before departure, a flight needs to have a flight plan that indicates the route that the flight will cross to reach the 

destination. A flight plan is usually filled by a pilot or flight dispatcher and will be sent to Air Traffic Control (ATC) 

authorities to be approved. Flight plan is a paper or electronic document prepared for purposes of flight planning. As 
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it is mandatory for commercial aircraft to complete a flight plan and be approved by a local navigation service provider 

before a flight can legally depart, flight plan is an essential part of the flight planning.  

Flight planning considers 2 critical parameters for the calculation to ensure the safety of the flight. First parameter 

is flight planning must comprehend with ATC requirements, second parameter is fuel calculation to ensure aircraft 

ability to safely reach designated airport or alternate airport if condition is not favorable to reach the designated airport.  

To find the route to destination a pilot or flight dispatcher needs to look up the aeronautical charts to determine the 

route that will be crossed to reach the destination. Pathfinding algorithm is used for generating the optimal route for 

the aircraft based on the minimum distance or minimal duration.   

Flight planning is considering several parameters including departure and arrival airport, time, aircraft type, engine 

type, speed, flight level and weather condition. For flight planning, weather conditions during the flight will impact 

airplane performance and variate the fuel consumption of the aircraft. It is called a dynamic flight plan because of the 

dynamic parameter inside the calculation like weather conditions that could change over time.  

The approved flight plan’s route will then be inserted in the Flight Management System (FMS) [1]. Each FMS 

containing a navigation database that standardizes according to the ARINC 424. The FMS will be the guidance for 

the pilot to assist the aircraft to fly in the right airways. Flight plan also will be monitored by ATC, as condition on 

the field is dynamically changing, the ATC will react and adjust the flight plan of the aircraft to ensure the safety of 

the flight.   

This study will focus on developing a route search engine program that consider the dynamic aspects of the flight 

like NOTAM release and weather that change over time. The search program will be able to generate the most 

optimum route using the given data. The search engine program can be used in various sectors in aviation, such as 

ATC, airline and other. ATC can use this search engine to update the flight plan of the aircraft when there is a NOTAM 

or weather problem that might risk the flight safety. Airline can use this program to search the most optimum route 

for the flight. 

We present the Dijkstra’s pathfinding algorithm in Section III, fuel required, flight time calculation and scenario 

presented in Section IV. Result and discussion are presented in Section V. Conclusions and recommendations for 

future work are provided in Section VI.  

III. Dijkstra’s Pathfinding Algorithm and Data Used 

The main algorithm that will be used in this research will be the Dijkstra’s pathfinding algorithm. The algorithm 

will be the core to find the best route for the aircraft to fly based on the waypoints and airways data network available. 

The SWIM data will be used to support this algorithm to generate the optimum flight route. 

A. Dijkstra’s Pathfinding Algorithm 

Dijkstra’s pathfinding algorithm is used to determine the shortest path from start node to finish node inside a 

network of nodes, the shortest path is the result of the summation of distance of the shortest path node’s distance. The 

algorithm will stop calculating when the shortest path from a single node is able to reach the destination node. Given 

the network of nodes is presented by equation below [4]: 

 

 

 

 

 

 

 

(1)  

 

 

(2)  

 
Note: 

f(Nn) : Cheapest cost distance from from Nend to Nstart. 

g(Ni) : Cost distance from node Ni-1 to node Ni 

d  : Distance to node from its parent node (NM)  

v  : Ground speed (kts)        

 

The Equation (1) work by calculating the f(Nn) by caching its parent node Nn-1 and keep updating the f(Nn) until 

reach the destination node, to get the nodes that being used can be done by retrieving the node stored in Nn-1 running 

backward from Nend to Nstart. The cost distance, Eq. 2 is the distance of a node from its parent node divided by the 

ground speed of the aircraft.  
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Dijkstra’s pathfinding algorithm uses the distance between nodes which in this study is the distance between 

waypoints to waypoints or waypoints to airports as the search parameter. The departure airport will be the starting 

node and the arrival airport will be the finish node.   

All the nodes will be assigned as unvisited nodes and set the distance in our starting node as zero. The starting 

node will be the current node and the algorithm will select all the unvisited nodes or that are connected to the current 

node or the neighbour node and put all the unvisited nodes to the visiting set and become the visiting node. All the 

visiting nodes will have their own tentative distance based on the summation of the current node tentative distance 

and the distance of the current node to the neighbour node, the visiting node also will store the current node as the 

reference route name. The current node will be marked as visited node; a visited node will never be checked again by 

the algorithm to avoid double calculation.   

In the visiting set, the algorithm will select the node that has the lowest tentative distance and set it as the current 

node. The current node will again select all the neighbour nodes and add it to the visiting set. The algorithm will not 

add the visited nodes, if the current is also connected to the nodes that are already inside the visiting set the algorithm 

then will select the lowest tentative distance and it will change the value of the tentative distance of that node and will 

change the reference route name. This cycle will repeat until the current node is the finish node or the arrival airport. 

In this section will explain how the Dijkstra’s pathfinding works in 3 conditions which are in normal condition, applied 

a restriction node and case with Headwind and Tailwind. 

 

1. Normal Condition 

Fig. 1 show How Dijkstra’s pathfinding algorithm works. In Fig. 1(a) is when A node is the starting point and F 

node is the destination point, A node will be the current node and added to the visiting or open list with 0 cost distance. 

After visiting A node in Fig. 1(b), it will visit all the nodes that are connected to the A node, the A node then will be 

removed from the open list then will be put in the visited list, this to prevent the node A to be visited again. Nodes B, 

C and D will be added into the open list to which the lowest cost distance will be in the first order. 

Fig. 1(c), B node will be the current node as it has the lowest cost distance then it will select all the nodes connected 

to nodes B to be visited except the nodes in the visited list. Node E will be added to the open list, as node C already 

in the open list, the algorithm will update only the cost distance if it is lower than the current cost distance, so the cost 

distance from A to C will be 4 instead of 6. The node B will be added into the visited list and the current list will have 

nodes C,D and E. Fig. 1(d), Node C will be the current node and visit node D and E, as both nodes already on the open 

list, this will only update the cost distance, E node will have new cost distance and D will have the same cost distance.   

 

 

 

Fig. 1 Diagram of Dijkstra’s pathfinding algorithm. 

Fig. 1(e), Node E will be the current node, and visit node G. Fig. 1(f), the algorithm will select node D, and will 

visit node F or the Destination node, this will not stop the algorithm as F node have the higher cost distance of 19. 

Fig. 1(g), now the algorithm will visit F node again, but this time will visit it from node G, as the cost distance from 

node G to F is lower than from node D to F the cost distance will be updated. 

Fig. 1(h), as F node is the only unvisited node left, it will be selected as the current node and it will stop the 

algorithm, the result of the algorithm will be A → B → C → E→ G→ F. The algorithm will select the shortest path 

possible even if it will take more nodes as it will select the lowest cost distance from starting node to goal node. This 
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algorithm will result the shortest path or route for the aircraft, the result will also state all the waypoints that will be 

flown in this route to inform the flow of the route 

 

2. Case with Restriction Node 

There will be time when airspace is not available for the flight to fly over it, this will need the pathfinding algorithm 

to be able to add restricted airspace into the algorithm before the calculation. The algorithm will work the same way 

as normal, but node inside the restricted airspace will be removed. For example, the node B in Fig. 1 is inside the 

restricted airspace. Thus it is removed from the list of available node.   

The flow is still the same, except without node B. The result of the most optimum route is A → C → E→ G→ F, 

with 17 cost distance. The generated route has a higher cost distance than the first optimum route because of the 

restriction on nodes. 

 

3. Case with Headwind and Tailwind 

Headwind is the wind that flows in the opposite direction of the flight, this will affect the flight performance as 

the drag force of the aircraft will increase, so the engine needs to increase the thrust to maintain the aircraft speed or 

the flight will have longer duration to reach the destination. Tailwind is the opposite of the headwind as it is wind that 

flows in the same direction of the flight; hence it will increase airspeed and shorten the flight duration.   

Headwind and Tailwind are components that will differentiate flight path calculation, this will affect most long-

haul flights as it affects the aircraft performances as the longer an aircraft flies the longer will the effect of the wind 

to the aircraft. A route with longer flight distance can be reached in a shorter duration than the route with shorter 

distance if there are wind conditions that benefit the flight in the longer route.   

In the program as it cannot alter the speed depending on the route, so the change will affect in the distance instead, 

if the speed of the aircraft in that route increase that will decrease the distance, this also happen when the aircraft is 

struggling to keep up the speed in particular route hence it will increase the distance in this algorithm. After entering 

the wind speed on a route, the algorithm will change the distance in that route depending on the wind speed input. For 

example, network that is used in the Fig. 1 with the wind speed decreases the distance on node A-D and D-F by 30% 

of the distance.   

The result of the most optimum route is A → D → F, with cost distance of 13.3. From this example, it shows that 

the wind speed in certain routes might benefit the flight duration and become much shorter than the optimum route. If 

the wind speed in this example is stronger and decreases the distance even-more, the algorithm might not have to visit 

the below node to end the algorithm and generate the result.   

B. SWIM Data 

System Wide Information Management (SWIM) is a method for Air Traffic Management (ATM) to interoperable 

exchanging information of aeronautical, flight and weather f data from and to approved airspace users (called 

stakeholders). With the SWIM method the ATM will receive and read the data from other ATMs without converting 

the data format. With the SWIM method also, ATM will provide regulated and secure data for the stakeholder. SWIM 

consists of AIXM, FIXM and WXXM. 

Aeronautical Information Exchange Model (AIXM) design to enable Aeronautical Information Service (AIS) and 

other users to supply and consume digital format of aeronautical data with higher efficiency in time, cost and safety. 

Information related to AIXM including aerodrome, airspace structure, flight routes, procedure, restriction and 

NOTAM [2]. 

NOTAMs (Notice to Airmen) is a notice to alert aircraft pilots with the disturbance or hazard that could risk the 

safety of the flight, NOTAMs are published in advance or in an emergency like volcano eruption or military emergency 

situation the publication reacts to the situation. NOTAMs release will notify the operating flight personnel about the 

alteration about the aeronautic facility, service, procedure or emergency condition that will affect the safety of the 

flights. 

Flight Information Exchange Model (FIXM) is designed for the interoperability of stakeholder in exchanging flight 

and flow of aircraft data. The stakeholder will be able to subscribe, collect, verify flight data even if a different version 

of FIXM is implemented [2]. 

Weather Information Exchange Model (WXXM) is designed for the compatibility of weather data exchange even 

with different ATM systems. With this interoperable system weather data like Meteorological Aerodrome Report 

(METAR) will be accessible by various ATC or pilot, it will increase current situational awareness of the weather 

hence flight safety can be guaranteed [2]. 
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 SWIM able to not only reduce the time consumption but also the full potential of the SWIM which is 

interoperability in data sharing, semantic container consist of set of data items (NOTAM, METAR), membership 

condition and administrative metadata (provenance, quality, technical) [3]. 

IV. Flight Parameters Calculation and Scenarios  

Once the flight route is defined in a flight planning, it is required to calculate some flight parameters. Two of them 

which are very important in a flight planning are fuel required and flight duration. 

A. Fuel Required 

Fuel consumption is one of the main aspects of flight planning, it is crucial to know how much fuel is needed for 

the flight including the additional fuel for safety measures. An optimum fuel storing will provide optimum flight 

economy, the optimum fuel calculation will result in no fuel shortage and no unnecessary excess fuel that will increase 

the aircraft weight and increase the drag of the aircraft. Fuel calculation will be affected by all the flight planning 

parameters, including restriction airspace, and weather condition. As increase or decrease in predicted aircraft flight 

performance will also alter the fuel consumption of the aircraft for the flight.  

 

 

 

 

 

 

(3)  

 

 

(4)  

 

Note: 

Fc = Fuel consumption (kg/h)  

Fr = Total fuel required (kg)  

D  = flight duration (hour)  

C  = fuel cost for the flight (US dollar)  

g  = fuel cost per gallon (US dollar/gallon)  

 

Equation (3) calculates the fuel consumption of an aircraft based on the total fuel required divided by the flight 

duration. According to the reference [5] the average fuel consumption of Boeing 737-800 is 6.123 kg/NM, as 1kg = 

0.264 gallon. The fuel consumption will be 1.6175 gallon/NM.  

From the fuel consumption it will be possible how much gallon of jet fuel is needed for a flight based on the flight 

duration. For fuel pricing, referring to Pertamina [6] one liter of jet fuel is 46.7 cent/liter, which is equal to 1.77 USD/ 

gallon before tax. After including tax, the cost of 1 gallon of jet fuel is 1.95 USD. Equation (4) shows the fuel cost for 

the flight based on the aircraft, duration of flight and fuel cost per gallon in US Dollar. 

B. Flight Duration 

In flight planning, there are several routes that can be flown to reach the destination airport. Just like google maps 

or other navigation software, the goal is to give the user the quickest route possible by considering all the routes 

available with their parameter. For conventional road navigation software, usually considering the traffic of the 

possible route to reach the destination. In flight planning traffic usually occurs only when the aircraft reaches the 

designated airport. For flight planning the defining parameter is the weather condition. The weather condition has few 

parameters that should be considered for the flight planning, including current condition, en-route forecast condition, 

destination condition and wind aloft, wind aloft is the predicted wind and temperature at certain altitude. The wind 

aloft during en-route phase will certainly affect the performance of the aircraft, as aircraft spend most of the time in 

cruising phase.  

If the wind that present during en-route is reach a certain amount, a route that have longer distance can be more 

economic than the shorter route if or a shorter route become more expensive because of the strong wind that increase 

the drag of the aircraft, this will push the aircraft to increase the engine speed to maintain the speed hence increase the 

fuel consumption of the aircraft.   

To calculate how strong headwind or tailwind that can affect the selected route outcome, in this thesis will use the 

total distance of the most optimum route divided by the average speed of the aircraft for this route, the outcome will 

be the benchmark for analysis. Headwind and tailwind affect the speed of the aircraft, so the average speed of the 

aircraft will increase and decrease by 1 knot and will be divided to the total flight distance, the outcome will be the 
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percentage of how much percentage of flight duration will be swift by the change of the average speed. Equation (5) 

calculates the average speed of an aircraft.  

 

 

 

 

 

 

 

 

(5)  

 

 

(6)  

 

 

(7) 

 

Note:   

F dis = Flight Distance (NM) 

F dur = Flight Duration (hours)  

FS = Flight Speed (kts)  

a = Percentage of flight duration change per 1 kts 

A = Affected flight duration (hour)  

w = winspeed (kts)   

 

This percentage (Equation (6)) will be calculated into the optimal route to generate how strong the headwind to be 

present to make the route not optimal. The percentage also will be the parameter for the alternate route, to know how 

strong the tailwind should be generated by the weather to make the alternate route more economical. Equation (7) 

shows how flight distance changes with the alteration of windspeed.  

In this study the wind speed range will be from -100 to 100 kts using the multiple of 5. So, there will be a total of 

41 samples of flight distance consisting of 1 original sample and 40 altered samples. Each of the sample then will be 

divided by the average speed of the aircraft for the flight to get the flight duration based on the change of wind.   

Each route will have 41 samples of flight duration then will graph in one diagram as one route will be represented 

as a line in the graph for comparison. The X axis will be the variation of wind speed and the Y axis will be the duration 

of the flight.  

C. Scenario  

The result of the flight route search engine will result in the route that has the lowest flight distance, this will 

provide the pilot or flight dispatcher the most optimal route during normal conditions. But the weather is dynamically 

changing. Thus, flight planning needs to dynamically change according to the current weather, as the weather change 

the optimum flight path can be not the most efficient path because of the weather condition.   

This study uses a flight which have the starting airport of Soekarno-Hatta International Airport, which is in 

Tangerang, Banten. As this airport is the main hub of the all international and domestic flight in Indonesia, so there 

will be a lot of airways connected to this airport, with many airways connected will resulted in the substantial option 

for alternate route than other airports in Indonesia.  

This research will use a domestic flight to analyze the effect of weather to the result in flight planning. For case 

study will be the medium-flight that will take around 2 hours to be reached from Jakarta, it will be the flight from 

Soekarno-Hatta International Airport to Sultan Hasanuddin International Airport in Makassar, South Sulawesi.  

V. Result and Discussion  

Each case study consist of the optimum route generated by the algorithm implemented in Python programming 

language, the optimum route when airspace restriction is applied and route optimization analyses comparing the 

optimum route with the alternate routes selected.  

A. Optimum Flight Route  

 The distance from Jakarta to Makassar is almost 1433.26 km in great circle distance or 773.9 NM. From the 

calculation of the most optimum and most used flight route it accumulated a total flight distance of 788 NM. The 

average speed of the aircraft for this flight is 394 kts . 

After putting in Soekarno-Hatta and Sultan Hasanuddin as departure and arrival airports, the search engine 

program will generate a navigation log and map for visualization. The Navigation log (Table. 1) stated that the flight 
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will take 2 hours to complete and fuel around 1275 gallons for the trip. From the navigation log it also stated the 

waypoints that need to be taken to fly the most optimum flight. From take-off the aircraft need to fly over Halim 

(HLM) VOR and continue to Cirebon (CA) before entering java sea by waypoints TELET, LUNAS, WAWAN, 

HEREN and OVINA to reach Makassar (Fig. 2) in 2 hours.  

For comparison the flight path of Garuda Indonesia flight GA 616 on 23 July 2020 has the similar route [8]. For 

this flight needs approximately 1275 gallon of fuel with the ATF price is at 1.95 USD/gallon after tax, the total amount 

that the airlines need to spend is around 2486 USD or around Rp. 37.3 million.   

 

 

Fig. 2 The optimum route generated by the program for Jakarta-Makassar Flight.  

 

Table. 1 Navigation Log of Optimum Route Jakarta-Makassar Flight. 

 

B. Restricted Airspace 

This is the scenario when there is an airspace being restricted by the NOTAM when the aircraft is in the cruising 

phase. The optimum route that is generated by the program and the restricted airspace that appears in the waypoint 
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TELET, the restricted airspace is informed when the aircraft is making their way to Makassar and currently is 

approaching Cirebon. 

Table. 2 is the navigation log that is generated by the program when inputting the next waypoint as the starting 

point and the restricted airspace into the calculation. So now the flight route will change, instead of flying from CA to 

TELET the flight will then fly to PIALA waypoint and Semarang before continuing to approach Makassar via Java 

Sea. Fig. 3 is the visualization of the new alternate generated by the program to avoid the restricted airspace. 

 

Fig. 3 Optimum route with in-flight update due to restricted airspace. 

 

Table. 2 Navigation log with inflight update for optimum flight route Jakarta to Makassar. 
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C. Route Optimization Analysis 

Four routes are selected to be analyzed for the flight to Makassar from Jakarta and the visualization is shown in 

Fig. 4. The first route or the optimal route is to fly over north of west java until reaching Cirebon and then turning left 

to enter the Java Seas to reach Makassar. The second route or the alternative route is the same as route 1 until reaching 

Cirebon, instead of fly straight to Java Sea, the aircraft continue to fly above the north coast of central java until 

reaching Surabaya, after reaching Surabaya the aircraft then will fly over Madura and  Java Sea to reach Makassar.  

The third route or alternative route 3 had a different flight approach, instead of flying to Cirebon, the aircraft will fly 

straight crossing the java sea to reach Banjarmasin, after reaching Banjarmasin the aircraft will continue to GURNI 

waypoint to reach Makassar. The last route or the alternative route 3, will have same approach as alternative route 2 

to straight crossing the java sea but this route will reach LAMUD waypoint, waypoint is on the Tanjung Puting 

National Park and the aircraft will turn to KEVOK waypoint before reaching Makassar.  

The average flight duration for the optimum route is 2 hours. If it is divided by the distance of the flight distance 

of route 1 which is 788 Nautical Miles, we can have the average speed of the flight is 394 kts. If the same speed used 

to fly the other route will result in flight duration of 2 hours 3 minutes for route 2, 2 hours 4 minutes and 2 hours 8 

minutes for route 3 and route 4 respectively. But all this condition is only applicable in the normal condition when the 

wind generated by the weather does not affect the aircraft performance. As the search engine is based on the distance 

between the nodes, the increase or decrease of the average speed of the aircraft will affect the increase or decrease of 

the air distance between nodes in the calculation. The search engine will only change the distance between waypoints 

in the aircraft cruising phase and descent phase. 

 
Fig. 4 Optimum and Alternate routes of Jakarta to Makassar flight. 
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Fig. 5 Diagram of Correlation between Wind speed and Flight duration of route Jakarta to Makassar.  

 

Fig. 5 shows the correlation between the flight duration of a flight from Jakarta to Makassar using 1 optimum route 

and 3 alternate routes over the change of ground speed. During normal conditions the optimal route will require 2 

hour, but if there is a tailwind in average of more than 20 kts generated by the weather conditions along the waypoints 

in alternate route 1 and 2 it, it will cause decrease the duration of flight by less than 2 hours and the alternate route 

will become more profitable to fly than the original route.  

For the alternate route 3, the tailwind needs to have an average bigger than 30 kts to achieve 2 hours less flight 

duration. The navigation log below shows the total flight duration decreased by 15 second, flight duration will continue 

to decrease if the tailwind becomes stronger.   

Using slope rule the gradient of each route can be found, then using line equation to find the intersect. After 

completing the line equation then it will be able to find when will the alternate route line intersect with the optimum 

route line. 

 

 

Table. 3 Wind speed needed for alternate routes to become optimum route for Jakarta-Makassar flight. 

 

  Optimum Route Alternate Route 1 Alternate Route 2 Alternate Route 3 

 m 0,004 0,004 0,004 0,005 

 C 2.00 2.05 2.07 2.13 

If Yoptimum=Yalternate X  -454.5454545 -500 -476.3636364 

If Y = C optimum X  -11.5660421 -15.18987342 -29.18894831 

 

Note:  

m = gradient  

C = intersect  

X = X value or wind speed at intersection point   

 

From Table 3, at the  wind speed of -454.55 kts or tailwind of 454.55 kts, the Optimum route and Alternate route 

1 will intersect or mean both of the routes will have the exact same flight duration. For the optimum route and flight 

route 2 both routes need to have average speed of -500 kts or tailwind of 500 kts. For alternate route 3 the x intersection 

point is in -476.36 kts or tailwind of 476.36 kts. With all the windspeed need to be so massive, this condition is most 

likely impossible to happen as it will be too risky for the flight in to fly in such as massive wind  

From the Table 4 also can be obtained the minimum speed for the alternate route to be more optimal than the 

optimum route. Thus, for the alternate route 1 it needs at least -11.57 kts of wind speed or 11.57 kts of tailwind in this 

route to be present during flight. For alternate route 2 it needs 15.19 kts of tailwind to become more optimum than the 

optimum route generated by the search engine program. For alternate route 3 it will need at least -29.19 of wind speed 

present  

D. Discussion 

In our case study, the resulted optimum route is the same route that had been used by many airline for flight from 

Jakarta to Makassar. The total flight distance for this flight is 788 Nautical Miles(NM) and with the average flight 

duration of 2 hours, so the average speed of the aircraft is 394 knots (kts) for the whole flight. The search engine 

generated a navigation log that also calculated the fuel consumption. For this flight the fuel consumption is 1275 

gallons of fuel which will cost around Rp. 37.3 million.   

From the restricted airspace example, the search engine calculating the ASHTAM being release and manages to 

get a redirected route that avoids the volcanic ash but does not have too significant increase in flight distance, the 

redirected route can be reached in 2 hours 4 minutes time and consume 1317 gallons of fuel that cost Rp. 38.5 million, 

so the redirect route will increase the operational cost by 1.2 million.   
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For route optimization analysis, 4 routes had been selected, 1 is the optimum route and 3 alternate routes that have 

similar distance as the optimum route. The analysis shows how much the flight duration of the routes differ based on 

the wind speed during the cruising phase of the flight, the wind speed range used in this study is from -100 kts to 100 

kts with 5 kts range per analysis sample. 

 All the route analysis sample is plotted in the one chart and finding the gradient and the line equation of each 

route, using the line equation then it will be possible to know when the optimum route line and the alternate route line 

will intersect to show in which speed of wind will the alternate route become as optimum as the optimum route.   

For the alternate route 1, the speed in both routes need to be at -454.5 kts or tailwind of 454.5 kts, and for alternate 

route 2 it needs to be 500 kts and 476.3 kts of tailwind for alternate route 3 to have the same flight duration as the 

optimum route. From the analysis, it can be obtained how many percent the alternate routes will cost based on the 

optimal route in normal wind condition.   

If all the routes are in the zero-wind condition, when a flight takes the alternate routes, the flight duration will be 

2.54% longer, to become more optimum, the alternate route 1 needs to have a tailwind of 11.57 kts. For alternate route 

2, in normal condition the flight duration will be 3.35% longer and it needs to have a tailwind of 15.19 kts to have a 

shorter flight duration of less than 2 hours, for alternate route 3, in normal wind condition this route will be 6.65% 

longer than the optimum route and need a weather that generate wind that flow into the direction of the flight that is 

stronger than 29.19 kts. 

VI. Conclusion and Recommendation 

The research is able to develop a route search engine program based on the dynamic parameter such us NOTAM 

and weather data. The route search engine program developed in this study can generate navigation logs that contain 

the optimum routes. The optimum route is confirmed with the record from airlines routes for their operation. The 

search engine also is also capable of adding airspace restriction parameters to the calculation, the generated navigation 

log will avoid the restricted airspace and select the most optimum route that does not cross the restricted airspace to 

ensure the flight safety and obeying the NOTAM release. 

The wind parameter in the weather data also affected the resulted flight route by the search engine and the route 

analysis show the search engine will generate the most optimum route in the given wind parameter. 

In case study, during normal conditions the optimum route is 2.54%, 3.35%, 6.66% shorter than the alternate route 

1,2 and 3. Alternate route 1 needs a tailwind of 11.57 kts, alternate route 2 needs 15.19 kts and alternate route 3 needs 

29.19 kts to become more optimum. 

From the study, there are few recommendations to further enhance the search engine. First is to add calculation of 

the vertical flight phase of a flight to have more accurate flight duration. The vertical flight phase will also affect the 

fuel consumption as the taxi, take-off and climbing will increase the fuel consumption.  

Second, the program should equip with Application Programming Interface (API) of actual weather data for each 

waypoint and airways. With API data the search engine will be able to generate more accurate route results, the 

weather data will give the wind speed to each of the waypoints, with it the route optimization will be more accurate 

than adding or decreasing the cruising speed with one nominal of wind speed.  
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Digital Image & Pressure Analysis of Supersonic Aerospike
Instability Frequency

Miguel Vila∗

University of New South Wales Canberra, Canberra, ACT, 2612, Australia

Aerospikes have long been studied to improve the performance of supersonic and hypersonic
vehicles. However, it has been observed that some configurations result in a flow instability
with undesirable effects. A general understanding of this phenomenon exists, but there are still
unknowns when it comes to a quantative description of the instability through the relationship
between spike length and oscillation frequency. There has also been a general lack in the
application of digital image analysis methods to study the instability, and such techniques could
provide information that has been missed with other methods. The aim of the current work
was to address this by investigating the effect of aerospike length on the instability oscillation
frequency with the use of pressure sensor and digital image analysis methods. Tests were
conducted in the University of New South Wales (UNSW) Canberra supersonic wind tunnel at
Mach 2 for various spike lengths. A pressure sensor was used in conjunction with simultaneous
schlieren and shadowgraph flow visualisation, and two separate digital image analysis methods
were used to process the images: edge detection and streak imaging. The results from each
of the methods largely agreed, and it was concluded that they were all equally applicable for
studying the instability oscillation frequency. The obtained results suggested that the Strouhal
number (the non-dimensional frequency) and non-dimensional spike length trend changed
behaviour near the theoretical spike length for which a steady conical shock from the spike tip
would have just cleared the model base. This suggested that the instability mechanism changed
for spike lengths beyond this, and a piecewise empirical equation was presented to model this
trend. The instability was also observed to only occur for spike lengths which protruded past
the steady bow shock from the blunt body with no spike case.

I. Nomenclature

𝑡 = time [s]
𝑇 = period of oscillation [s]
𝐿 = spike length [mm]
𝑃0 = stagnation pressure [kPa]
𝑇0 = stagnation temperature [K]
𝑀∞ = free stream Mach number
𝑃∞ = free strean static pressure [kPa]
𝑇∞ = free stream static temperature [K]
𝐷 = model cylindrical base diameter [mm]
𝑅𝑒 = Reynolds number
𝜌∞ = free stream density [kg m−3]
𝑉∞ = free stream velocity [m s−1]
𝜇∞ = free stream dynamic viscosity [kg m−1 s−1]
𝐿 ′ = non-dimensional spike length
𝑆𝑡 = Strouhal number (non-dimensional frequency)
𝑓 = instability oscillation frequency [Hz]
𝑃𝑠𝑒𝑛𝑠𝑜𝑟 = pressure measured by sensor [kPa]
𝛽 = conical shock angle [𝑜]

∗Pilot Officer, Royal Australian Air Force, Australian Defence Force Academy, AIAA Undergraduate Student Member (736294)
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II. Introduction

Supersonic and hypersonic vehicles are valued around the world due to their range of applications in both civilian
and military sectors. A consistent challenge that has faced high-speed vehicles is overcoming the undesirable effects

associated with shock waves, and finding solutions to problems such as high levels of drag and heat transfer would
support the design of supersonic and hypersonic vehicles that could fly faster and more efficiently. An aerospike is a
device that aims to overcome some of these issues by replacing the bow shock in front of a blunt body with a conical
shock that occurs for pointed bodies [1]. Figure 1 illustrates the difference in the flow pattern around an object with and
without an aerospike. The conical shock that occurs in Fig. 1b results in less drag and heat transfer than the bow shock
in Fig. 1a, and in general the benefits of aerospikes have been widely studied in the existing literature [2–4].

a) b)

Fig. 1 Flow pattern comparison between blunt body and aerospike: a) blunt body (bow shock) and b) aerospike
(conical shock).

Interestingly, it has been observed that some aerospike configurations result in a flow instability that is characterised
by a shock wave that oscillates through the phases seen in Fig. 2∗. This flow behaviour is undesirable as it leads to
increased drag, heat transfer, and vibrations, essentially cancelling out any benefit of adding an aerospike in the first
instance. This instability has been the subject of various studies, with a detailed investigation into the existing literature
found in [5].

Fig. 2 Aerospike instability phases.
∗Figure 2 shows flow visualisation results from the current work.
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Although it is generally accepted that the instability manifests as an expanding pressure region [6], the actual
mechanism that governs this process has not been explained. [7] conducted a brief investigation into the effect of spike
length on the instability frequency, however short spike lengths were not considered in the empirical equation that
was produced, and a more comprehensive quantative description of the instability that includes a wider range of spike
lengths would be of benefit. Additionally, of the studies that have been conducted, there has largely been a lack in the
application of digital image analysis methods (with the exception of [5] who briefly implemented a single method). Such
techniques are straightforward to implement, and considering that most studies already incorporate flow visualisation,
could be applied with little extra experimental effort or cost. These methods also have the potential to provide new
insight into the instability that could reveal elements that have been missed with other methods.

III. Project Scope
The aim of this project was to investigate the effect of aerospike length on the instability oscillation frequency with

the use of pressure sensor and digital image analysis methods. The project objectives were as follows:
1) Investigate the effect of aerospike length on the instability frequency by using:

1) Digital image analysis edge detection and streak imaging methods on schlieren flow visualisation.
2) Digital image analysis edge detection and streak imaging methods on shadowgraph flow visualisation.
3) Pressure sensor methods.

2) Evaluate the digital image analysis methods against each other and attempt to validate them with the pressure
sensor method.

3) Compare the results and evaluate the flow visualisation methods against each other.
4) Attempt to quantify the instability behaviour using the relationship between aerospike length and the instability

oscillation frequency.

IV. Methodology

A. Test Conditions
Tests were conducted in the University of New South Wales (UNSW) Canberra supersonic wind tunnel for spike

lengths in the range 9 mm ≤ 𝐿 ≤ 27 mm in 3 mm increments. Experiments were also conducted at some intermediate
spike lengths, for a blunt body without a spike, and for a spike only. Most test cases were repeated at least once for
reliability, with the experimental flow conditions as shown in Fig. 3. The stagnation pressure varied in the range 190
kPa < 𝑃0 < 240 kPa due to the depletion of the wind tunnel reservoir pressure. This variation was reflected by changes
in the Reynolds number which were shown to be too small to interfere with the results. Each test case had the instability
oscillation frequency calculated with five separate methods (summarised in Table 1). Preliminary tests were conducted
with varied conditions in support of parameter studies.

Fig. 3 Experimental flow conditions.

Table 1 Methods to determine instability oscillation frequency.

1 Pressure sensor
2 Schlieren - edge detection
3 Schlieren - streak imaging
4 Shadowgraph - edge detection
5 Shadowgraph - streak imaging
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B. Aerospike Model
Two aerospike models were manufactured, one with a pressure sensor, and one without. The geometry of each

model, as shown in Fig. 4a, was identical. The photo of the instrumented model in Fig. 4b clearly shows the cylindrical
body and protruding spike. The models were manufactured from brass and allowed for the spike length to vary by
rotating in its thread.

a) b)

Fig. 4 Aerospike model: a) sketch and b) photo.

C. Pressure Sensor
The pressure sensor used was the EPIH-373-5B-V/10 [8]. Fig. 4 shows that the model was designed to fit the sensor

flush with the face of the cylindrical base, and with its longitudinal axis 4.3 mm below the spike centreline. This was
determined as the ideal sensor position based on the results of the row variation preliminary parameter study†. The
sensor took measurements simultaneously with the flow visualisation and according to the parameters shown in Table 2.
Bult-in wind tunnel sensors were also used to measure the stagnation chamber and test section pressures.

Table 2 Pressure sensor parameters.

Sampling Rate 500 000 Hz
Total Number of Samples 1 000 000

D. Flow Visualisation
Schlieren and shadowgraph flow visualisation was implemented simultaneously for each test case. These techniques

complemented each other and allowed for an increased amount of flow information to be collected through independent
data sets. Figure 2 demonstrates the differences in the images captured by each method, with the flow visualisation
parameters shown in Table 3. The total number of frames and sampling rate were determined from the results of the
preliminary parameter studies‡.

Table 3 Flow visualisation parameters.

Schlieren Shadowgraph
Camera nac Image Technology Memrecam HX-3[9] Vision Research Phantom v710[10]

Light Source 18 W LED 6 W LED
Sampling Rate 75 000 fps 75 067 fps
Exposure Time 5 𝜇s 10 𝜇s

Resolution 320 × 312 224 × 216
Total Number of Frames 30 000 30 000

†Discussed later in the report.
‡Discussed later in the report.
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E. Digital Image Analysis
The schlieren and shadowgraph images underwent MATLAB-based digital image analysis with two separate methods:

edge detection and streak imaging. Each technique was implemented along the row of pixels that coincided with the
pressure sensor, as identified in Fig. 5a. The edge detection method counted the number of pixels from the start of an
image frame to the shock wave edge, and doing so for every image in the data set gathered information about the shock
displacement over time. The Canny edge detection algorithm was implemented [11], with a typical detected edge being
as shown in Fig. 5b. The streak imaging method extracted the same row of pixels from each frame in the data set, and
stacked them top-down in a single output image (similar to what is shown in Fig. 5c). The result was a final image
that showed both spatial and temporal information, which was then analysed with the Canny edge detection algorithm
followed by a pixel count along each row to determine the shock displacement over time.

a) b) c)

Fig. 5 Images relating to digital image analysis methods: a) pressure sensor pixel row, b) edge detection method,
and c) streak image.

F. Data Processing
The data gathered from each of the five methods contained information about how either the pressure or shock

displacement varied over time, with Fig. 6 showing a plot of all five signals from a single test case. Each signal had its
power spectral density calculated using the MATLAB fast Fourier transform function, and the result was five separate
power spectral density plots which indicated any dominant frequencies that existed in the signal. Figure 7 shows a
typical power spectral density, taken from the schlieren edge detection method on the 18 mm spike length case. It can
be seen that the value corresponding to the instability oscillation frequency is clearly identifiable above the noise§, and
for every test case, the oscillation frequency determined by each method was taken as the peak of each of the power
spectral density plots.

G. Final Values and Dimensionless Parameters
The data across the various methods and repeated test runs were combined to deduce a single frequency value and

uncertainty for each spike length. The frequency was taken as the mean, while the uncertainty was calculated as two
thirds of the spread [12]. The final results were then represented in terms of three dimensionless parameters: Reynolds
number (Eq. 1), non-dimensional spike length (Eq. 2), and Strouhal number (Eq. 3).

𝑅𝑒 =
𝜌∞𝑉∞𝐷

𝜇∞
(1) 𝐿 ′ =

𝐿

𝐷
(2) 𝑆𝑡 =

𝑓 𝐷

𝑉∞
(3)

§Higher orders of this frequency are also visible, with only the second harmonic being truly noticeable, and the fundamental frequency having
the most significant amplitude.
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Fig. 6 Signal plot comparison for all methods (18 mm spike).

Fig. 7 Power spectral density from schlieren edge detection (18 mm spike).

V. Preliminary Parameter Studies
A series of preliminary tests were conducted using the aerospike model with no sensor at spike lengths of 12 mm,

18 mm and 24 mm for schlieren visualisation only. The data from these tests were used to conduct a series of parameter
studies to identify the ideal values for the main series of tests.

A row variation study was conducted where the digital image analysis methods were run along all horizontal pixel
rows of the schlieren visualisation images. It was found that the same instability oscillation frequency was measured
along all rows but that the signal was weaker for the rows further away from the spike centreline. It was concluded
that the ideal row for the analysis was 4.3 mm below the spike centreline, and as such the second aerospike model was
designed with the sensor at this location.

A frame independence study was conducted where the digital image analysis methods were run multiple times
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with various numbers of input frames of the schlieren visualisation images. It was found that a minimum of 20 000
frames was required in order to collect enough data for the instability oscillation frequency to be correctly calculated.
Incorporating a safety factor, it was concluded that 30 000 frames would be used for the main series of tests (Table 3).

A sampling rate study was conducted where the digital image analysis methods were run for various sampling rates
of the schlieren visualisation. It was concluded that a sampling rate of 50 000 Hz would be appropriate, with even lower
sampling rates still possible¶. Incorporating a safety factor, it was concluded that a sampling rate of approximately 75
000 Hz‖ would be used for the flow visualisation in the main series of tests (Table 3).

VI. Results
Figure 8 shows a plot of the individual frequencies as determined by each method. The dimensionless parameter

results calculated for each spike length case are expressed in Table 4 and Fig. 9.

Fig. 8 Instability oscillation frequency results for all methods.

Table 4 Dimensionless parameter results.

Spike Length, mm Non-Dimensional Spike Length Reynolds Number, 105105105 Strouhal Number, 10−110−110−1

0 0 7.44 ± 1.0% 0
9 0.36 ± 0.1% 6.15 ± 1.0% 0
10 0.40 ± 0.1% 7.08 ± 1.0% 0
12 0.48 ± 0.1% 7.15 ± 1.0% 1.55 ± 2.0%

13.5 0.54 ± 0.1% 6.35 ± 1.0% 1.70± 0.8%
15 0.60 ± 0.1% 7.52 ± 1.0% 1.81± 0.8%
18 0.71 ± 0.1% 6.68± 1.0% 1.84± 0.7%
19 0.75 ± 0.1% 6.88 ± 1.0% 1.80± 0.8%
21 0.83 ± 0.1% 7.20 ± 1.0% 1.73± 0.9%
24 0.95 ± 0.1% 6.35 ± 1.0% 1.63± 1.3%
27 1.07 ± 0.1% 6.49 ± 1.0% 1.50± 0.8%

¶Additional analysis would be required to confirm lower sampling rates.
‖The Vision Research Phantom v710 did not allow a sampling rate of exactly 75 000 Hz.
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Fig. 9 Dimensionless parameter plot.

VII. Method Findings

A. Signal Plot Comparison
From Fig. 6 it can be seen that the signals detected by each method largely agree, with each curve showing a similar

cycle of rising and falling at approximately the same distance between peaks. The maximum values for each of the
digital image analysis method peaks are also similar, indicating that they are correctly tracking the distance of the shock
wave behind the nose tip. The imperfections in the digital image analysis signals are likely due to the tolerance of the
edge detection algorithm, however with such large data sets these errors become negligible. Overall it can be concluded
that each method was able to correctly track the instability oscillations.

B. Frequency Comparison
As shown in Fig. 8, the frequency data points determined by each method closely agree, and in many cases are so

close that the points are on top of each other and can not be distinguished∗∗. However, the spread of frequency values
appears to be worse for the shorter spike lengths. These results make it clear that each of the five methods measured the
same physical property, and the fact that there was agreement across completely independent methods shows that each
technique worked as intended. Overall it can be concluded that all five methods were equally applicable for studying the
oscillation frequency of the supersonic aerospike instability.

C. Digital Image Analysis Methods
There was largely no difference between the results of the edge detection and streak imaging digital imaging analysis

methods, exemplified by the fact that each technique returned very similar values for the instability oscillation frequency
in each case. These results also agreed with those from the pressure sensor method, and as such the performance of the
digital image analysis methods has been validated. The main difference between the two techniques came from the fact
that every image in the data set was analysed for edge detection, however only a single image was analysed for the streak
imaging approach. Since 30 000 frames were analysed in the edge detection method, it is likely that the Canny edge
detection algorithm was prone to more errors as the input parameters were not optimised for every image. This was

∗∗Some symbols appear multiple times for the same spike length due to repeated test runs.
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avoided in the streak method where only a single image was analysed and the algorithm was tuned for this, reducing
the amount of noise that interfered with the signal. Interestingly, this was not reflected in Fig. 6 or Fig. 8. Another
difference to consider is that the computational cost of the streak imaging method was higher due to the fact that it
essentially had to loop through every frame twice, once for creating the streak image, and again for the edge detection of
the streak image. Overall it can be concluded that the edge detection and streak imaging digital image analysis methods
were both equally applicable for studying the oscillation frequency of the supersonic aerospike instability, and that both
methods were successfully validated against the results from the pressure sensor method.

D. Flow Visualisation Methods
There was largely no difference between the results of the schlieren and shadowgraph flow visualisation methods,

exemplified by the fact that each technique returned very similar values for the instability oscillation frequency in each
case. As shown in Fig. 2, the main difference between these methods was the detail shown in the captured images, and
this comes from the fact schlieren fundamentally measures the first derivative of the flow density, while shadowgraph
measures the second derivative [13]. The second derivative in shadowgraph essentially acted as a filter that removed
extra detail, and as such, Fig. 2 shows that only the major flow structures were visible in the shadowgraph images. This
meant that they could be seen with more clarity, however in general there were extra details visible in the schlieren
images. The decrease in detail for the shadowgraph images was expected to benefit the digital image analysis, as fewer
structures meant there would have been less noise to interfere with the signal. Interestingly, this was not reflected in
Fig. 6 or Fig. 8. Overall it can be concluded that the schlieren and shadowgraph flow visualisation methods were both
equally applicable for studying the oscillation frequency of the supersonic aerospike instability.

VIII. Aerospike Instability Findings
From Table 4 and Fig. 9 it can be seen that the Strouhal number increased as non-dimensional spike length

increased in the region 0.48 < 𝐿
𝐷

< 0.71, and decreased as non-dimensional spike length increased further in the region
0.75 < 𝐿

𝐷
< 1.07. This difference in behaviour suggests that the physical mechanism that drove the instability was

changed in the region 0.71 < 𝐿
𝐷

< 0.75. A theoretical analysis of the aerospike problem shows that when a steady
conical shock from the spike tip is considered, the spike length for which the conical shock just clears the model base
occurs in this region. This situation is shown in Fig. 10, with the non-dimensional spike length given by Eq. 4.

Fig. 10 Spike length for which a conical shock just clears the model base.

(
𝐿

𝐷

)
𝑚𝑜𝑑𝑒𝑙 𝑏𝑎𝑠𝑒 𝑐𝑙𝑒𝑎𝑟𝑎𝑛𝑐𝑒

=
1

2 𝑡𝑎𝑛(𝛽) = 0.74 (4)

For spike lengths beyond this, the gap between the model base and shock wave could have enabled a form of pressure
escape for the flow trapped behind the instability. This could account for the change in the instability mechanism, and as
such the change in the Strouhal number trend. To model this mechanism change, the data points were used to generate a
piecewise fit, with a quadratic for 𝐿

𝐷
< 0.74, and a straight line for 𝐿

𝐷
> 0.74. The corresponding empirical equation is

shown in Eq. 5, and when the spike geometry and flow conditions are known, it is possible to predict the instability
oscillation frequency from this equation.
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𝑆𝑡 =

{
−0.80

(
𝐿
𝐷

)2 + 1.08
(
𝐿
𝐷

)
− 0.18 0.48 <

(
𝐿
𝐷

)
< 0.74

−0.10
(
𝐿
𝐷

)
+ 0.25 0.74 <

(
𝐿
𝐷

)
< 1.07

(5)

Figure 9 shows that this empirical equation fits the data points closely. It is recommended that additional tests be
conducted to provide more information on the exact shape of the trend near the mechanism change, and to suggest how
Eq. 5 could be improved.

As indicated in Table 4, there were three test cases which did not result in an instability: the blunt body without a
spike, the 9 mm spike, and the 10 mm spike. In each case, the flow manifested as a steady bow shock which had a
distance at the centre of the blunt body determined from the flow visualisation records as shown in Eq. 6. Comparing
this to the values in Table 4 shows that the aerospike instability did not occur until the spike was long enough to extend
past the steady bow shock. (

𝐿

𝐷

)
𝑠𝑡𝑒𝑎𝑑𝑦 𝑏𝑜𝑤 𝑠ℎ𝑜𝑐𝑘

= 0.44 (6)

A comparison of the results from the current work to those from previous studies shows that there is general
agreement with the Strouhal number range presented in Table 4 (0.15 < 𝑆𝑡 < 0.18). Specifically, [14] found 𝑆𝑡 = 0.15,
[7] proposed the linear empirical equation 𝑆𝑡 = 0.24 − 0.067

(
𝐿
𝐷

)
(which neglects the trend change), [6] determined

𝑆𝑡 = 0.173 and [5] found 𝑆𝑡 = 0.13.

IX. Other Findings
As seen in Fig. 3, the stagnation pressure varied as the wind tunnel reservoir was depleted. This variation was

reflected by changes of the Reynolds number in the range 6.15 × 105 < 𝑅𝑒 < 7.52 × 105 (as shown in Table 4), and it
was found that this had a negligible effect on the frequency values. This is exemplified by Fig. 8 where the frequency
values of repeated runs at the same spike length largely agree.

Close analysis of Fig. 2 shows that there is a slight asymmetry in the aerospike instability. This is most obvious
in the 𝑡 = 0 image of each set where the bow shock appears to have a slightly larger bulge below the spike. This
phenomenon is visible in the flow visualisation of other test cases, with the bulge appearing both above and below the
spike. The results of the row variation study showed that the oscillation frequency was largely determined to be the
same no matter which row the digital image analysis methods were applied, suggesting that the asymmetry did not
interfere with the results of the current work. It is recommended that this asymmetry be the topic of a future study.

X. Conclusions
The aim of this project was to investigate the effect of aerospike length on the instability oscillation frequency with

the use of pressure sensor and digital image analysis methods. Experiments were conducted in the UNSW Canberra
supersonic wind tunnel for various spike lengths. Digital image analysis edge detection and streak imaging methods
were applied on simultaneous schlieren and shadowgraph visualisation in conjunction with pressure sensor methods. All
applied methods were evaluated as equally applicable for studying the effect of spike length on the oscillation frequency
of the supersonic aerospike instability, and the digital image analysis methods were successfully validated against the
results of the pressure sensor method.

The instability behaviour was quantified using the non-dimensional relationship between the aerospike length and
the instability oscillation frequency. It was found that the Strouhal number increased as spike length increased in the
region 0.48 < 𝐿

𝐷
< 0.71 and decreased as spike length continued to increase in the region 0.75 < 𝐿

𝐷
< 1.07. The

theoretical spike length for which a steady conical shock from the spike tip just clears the model base occurred in the
region where the Strouhal number trend changed:

(
𝐿
𝐷

)
𝑚𝑜𝑑𝑒𝑙 𝑏𝑎𝑠𝑒 𝑐𝑙𝑒𝑎𝑟𝑎𝑛𝑐𝑒

= 0.74. This suggested that the instability
mechanism was different for short and long spike lengths, and as such a piecewise empirical equation was used to
describe the relationship:

𝑆𝑡 =

{
−0.80

(
𝐿
𝐷

)2 + 1.08
(
𝐿
𝐷

)
− 0.18 0.48 <

(
𝐿
𝐷

)
< 0.74

−0.10
(
𝐿
𝐷

)
+ 0.25 0.74 <

(
𝐿
𝐷

)
< 1.07

(5)

Additionally, it was discovered that the aerospike instability did not occur for spike lengths that did not protrude
past the steady bow shock that occured in the blunt body with no spike case:

(
𝐿
𝐷

)
𝑠𝑡𝑒𝑎𝑑𝑦 𝑏𝑜𝑤 𝑠ℎ𝑜𝑐𝑘

= 0.44. Other
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supplementary findings were also made, and the results of the current work were compared to those presented in the
existing literature with general agreement shown. Overall the current work sought to improve the body of knowledge
surrounding the aerospike instability in order to enable follow-on work that will ultimately lead to the improved
implementation of aerospikes in supersonic and hypersonic vehicles.
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Effect of a leading-edge fillet on the wall surface pressure fluctuations 

upstream of the leading edge of an appendage-body junction  

Mudit Agrawal1  
The University of New South Wales, Sydney, NSW 2052, Australia 

Junction flows occur when a boundary layer interacts with an obstacle attached to a solid surface. The 

velocity field and flow structure of junction flows have been extensively studied and the effect of several 

control mechanisms that have been investigated in past studies have been reviewed. The effect of a leading-

edge fillet, specifically, on the root mean square and spectral characteristics of wall pressure fluctuations 

has not been sufficiently documented in past studies. Measurements of wall surface pressure fluctuating for 

NACA0012 airfoil with and without fillet in the upstream region of the appendage-wall junction region were 

performed. The measurements were performed in a closed-section benchtop wind-tunnel. The chord-based 

Reynolds number was approximately 139,000 and the airfoil aspect ratio was 1.0. Several geometric angles 

of attack ≤ 12-deg were considered for measurements. The measurements were performed in the UNSW 

AF1125 wind tunnel using remote microphone method for NACA0012 airfoil with and without the leading-

edge fillet for varying angles of attack. The results from measurements indicate that the presence of the 

leading-edge fillet increases the magnitude of pressure spectra at all angles of attack across most of the low-

frequency range and suppresses high-frequency content due to an increase in large-scale recirculating 

structures. For any given angle of attack, the surface pressure fluctuations are most intense in regions close 

to the leading-edge but the effects of the presence of the leading-edge can be measured even far upstream 

of the leading-edge. The histograms of the surface pressure fluctuations reveal that there is no bimodal 

behaviour observed at any of the measurement locations. The effect of the leading-edge fillet is also observed 

in the production of tonal noise.  

Nomenclature 

𝛼 = Angle of attack 

BL = Boundary layer 

𝛿∗ = Displacement thickness  

f = Frequency 

HSV = Horseshoe vortex 

𝜙   =  Power spectral density 

St = Strouhal’s number 

𝜈  = Viscosity of the fluid 

𝛬 = Sweep angle of the appendage 

BF = Bluntness factor 

𝛿 = Boundary layer thickness 

c = Chord length 

𝑈∞   = Freestream velocity 

𝐻 = Height of the appendage body 

𝑅𝑒 = Reynolds number 

𝜃 =  Momentum thickness 

𝑇 = Thickness of the appendage 

 

1 Introduction 
 The presence of an obstacle mounted on a wall complicates the flow resulting in the perturbation of the 

incoming boundary layer which induces flow vorticity, corner separation, generation of a horseshoe vortex that 

wraps around the airfoil and introduces three-dimensionality to the boundary layer.  These flow features result in 

increasing the unsteady surface pressure fluctuations which can result in unfavourable noise-radiation and 

structural fatigue. The time-dependent fluid-structure and velocity field around the airfoil has been a subject of 

several past studies (Simpson, 2001), but studies on implications of these fluid structures on the surface pressure 

fluctuations remain scarce.  

The intricacy of junction flows lies in the interaction of multiple secondary flows that can coexist in the vicinity 

of the corner. The basic features, horseshoe vortex and corner separation, of junction flows have been depicted in 

Figure 1. The velocity distribution of the main flow starts from zero at the surface of the wall due to the no-slip 

condition and increases to the free stream velocity through the thickness of the boundary layer. Laminar flow in 

case of junction flows only occurs at 𝑅𝑒𝛿∗=
𝑈∞𝛿∗

𝜈
< 1000. The approaching boundary layer encounters an adverse 

pressure gradient in the streamwise direction that is imposed by the wing which causes the inner layers of the 

boundary layer to slow down and roll up around itself and even become reversed. As the Reynolds number 

increases, a single primary horseshoe vortex changes to form steady multiple vortices, with complex dependence 

on the ratio of obstacle maximum thickness to boundary layer thickness and Reynolds number normalized using 
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obstacle thickness (Baker, 1980). In the steady regime, an increase in the number of vortices could be explained 

by flow stability. It has been speculated that the primary vortex becomes unstable above a critical vortex core 

Reynolds number and begins to oscillate, which causes severing of the shear layer that feeds the vortex, thus 

reducing the Reynolds number. This shear layer then rolls up to create a vortex pair upstream of the primary 

vortex, while the primary vortex regains stability. As the Reynolds number increases, the local Reynolds number 

of the primary vortex core and newly created vortex will increase until one of the vortex’s become momentarily 

unstable, which results in the formation of the third vortex pair and so on (Baker, 1991).  

The dynamics of the horseshoe vortex in the vicinity of the nose of the junction can be associated with 𝑅𝑒𝜃 . 

When 𝑅𝑒𝜃  is very low (𝑅𝑒𝜃 ≤ 100), the HSV remains steady (Lin, et al., 2002). As 𝑅𝑒𝜃 increases the primary 

vortex seems to have the tendency to switch periodically between zero-flow mode and back-flow mode, which 

refer to the condition when the vortex is detected closer to the leading-edge of the obstacle which gets stretched 

around the wing and when the flow that has reversed can penetrate the upstream flow results in the formation of 

strong wall jet that can travel upstream until its momentum is dead, respectively (Devenport & Simpson, 1989). 

Furthermore, due to the presence of the obstacle’s streamline curves, the boundary layer is subjected to a spanwise 

pressure gradient, which results in a transverse secondary flow near the wall region of the boundary layer while 

the outer flow is still in the local streamwise direction. When the recirculated stream interacts with the incoming 

upstream flow, flow separation of the boundary layer occurs at some distance from the leading edge of the 

obstacle, it splits into minor streams around the appendage-body junction resulting in the formation of multiple 

horseshoe vortices that drape around the obstacle like a necklace. As described by Bradshaw (P. Bradshaw, 1987), 

the horseshoe vortex filaments are formed due to skewing of the shear layer, which is a quasi-inviscid process, 

can be defined as a secondary flow of the first kind as per Prandtl’s theory.  

The vortex streams seem to meander in the downstream regions of the fluid flow past the obstacle and the 

time-averaged vortex has an elliptical shape  (Devenport, 1990). As the vortex is convected along the wing, the 

bimodal behaviour disappears. Horseshoe vortex system consists of a system of vortices that interact with each 

other in a cyclic process. The low frequency of self-induced chaotic switching results in turbulence energy and 

turbulent stresses in this region of vortex oscillation to be of a magnitude higher than upstream of the flow. Flow 

visualization studies have provided some insight into vortex systems that result in the bimodal peak of the U-

velocity component and the results indicate that the direction of mean flow in the region of separated flow is 

mainly in reversed direction.  

A stagnation point on the surface separates the boundary layer that flows around the sides of the obstacle and 

the upstream/downstream flow, and separation lines pass through this point on each side of the appendage around 

the junction. The primary vortex that is formed upstream of the obstacle has the same sense of rotation as the 

incoming boundary layer vorticity, while the horseshoe vortices stretched in the downstream direction satisfy 

vortex theorems of fluid dynamics, each leg has vorticity in the opposite sense (Baker, 1980). Upstream of the 

airfoil nose, the separation length has been found to be dependent on the thickness of the approaching boundary 

layer (Devenport, 1990).  

 

 

 
(c)  

 

 
(d)  

 

Figure 1 Bimodal behaviour upstream of the airfoil nose: (a) Back-flow mode (b) Zero-flow mode (Awasthi, 

et al., 2018) (c)Smoke flow visualization of junction flow upstream of the obstacle (Baker, 1991) (d) Sketch 

of the areas of interest of a junction flow and illustration of a technical configuration of junction flow (Gand, 

et al., 2010) 
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The horseshoe vortex system was observed in the junction flow upstream of the obstacle regardless of the shape 

of the appendage. The bluntness of the nose shape of the obstacle has been found to have a strong correlation with 

the strength and size of the horseshoe vortex that is formed at the junction. The bluntness factor (Fleming, 1991) 

is defined as: 

 
𝐵𝐹 =

1

2

𝑅𝑜

𝑋𝑇

[
𝑇

𝑆𝑇

+
𝑆𝑇

𝑋𝑇

]  
(1) 

where Ro is the leading-edge radius, XT is the chordwise position of the maximum thickness of the wing T, 

and ST is the distance from the maximum thickness of the obstacle to the leading edge across the surface of the 

obstacle. It is evident from the results of past studies that the height to width ratio (H/T) of the appendage 

influences the amount of fluid that flows over the top of the appendage instead of going around it, particularly for 

cases where H/T<1.  

The incoming boundary layer of a fluid interacts with a body that is effectively blunter with an increasing 

angle of attack of the wing, which results in the formation of stronger horseshoe vortex systems. As the angle of 

attack, 𝛼, is increased to 15°, there is an increase in the turbulent shear stresses and kinetic energy on the suction 

side of the appendage, the downstream leg shifts away from the wing towards the free-stream direction, but 

remains at the same distance from the surface of the wall. On the pressure side of the appendage, the downstream 

leg stays at the same distance from the wing but moves away from the juncture. The flow characteristics of a 

NACA0012 airfoil with α = 10° and an incoming boundary layer with Reθ = 4200 were studied (Shizawa, et al., 

1996). It was observed that pressure fluctuations in the vicinity of the junction were only slightly affected, the 

horseshoe vortex on the suction side was stronger and distorted the wing wake within the boundary layer of the 

body and resembles a single vortex rooted far downstream in the wake within the boundary layer. Furthermore, 

the tail of the appendage seems to have an influence on the strength of the horseshoe vortex for an increasing 

angle of attack (Rood & Anthony, 1985). Size of the vortex and area across which the effects of unsteadiness are 

observed increases for tails that produce a greater adverse pressure gradient. 

Several control mechanisms for altering the behaviour of junction flows have been extensively studied. A fairing 

should be designed such that it offers certain benefits: a) minimize/eliminate the separation of flow, b) minimize 

cross-flow within boundary layers, c) merge different streams smoothly, and d) avoid the development of thick 

boundary layers (Haines, 1983). A faring downstream of the maximum thickness of the airfoil section is crucial 

for minimizing drag at the corners of the junction.  

The effect of a leading-edge fillet on the flow characteristics at the juncture can be desirable. A study on the 

effect of leading-edge fillet on the junction flow in case of a NACA0020 airfoil was conducted (Devenport, et al., 

1992) by comparing the measured flow characteristics of a baseline case with no leading-edge fillet with that of 

an airfoil with a leading-edge fillet for various angles of attack ≤ 12°. In the case of zero angle of attack, the 

leading edge fillet eliminated the leading edge separation of the incoming boundary layer by reducing the overall 

adverse pressure gradient and thus their effects on the approach boundary layer upstream of the nose. The presence 

of leading-edge fillet also eliminated bimodal unsteadiness of the flow by preventing the generation of a horseshoe 

vortex around the nose of the appendage, minimized the surface pressure fluctuations and cross-stream pressure 

gradients in the region around the appendage, thus controlled the skewing of the boundary layer as it flowed past 

the appendage.  

The wall pressure fluctuations were recorded and analysed for different airfoils to develop an understanding of 

the relation of wall pressure fluctuations with the unsteadiness in the region (¨Ol¸cmen & Simpson, 1994). The 

incoming boundary layer thickness (𝛿) was 8% of span of the airfoil and Reθ ≈ 4,450 for the tests conducted on 

the airfoils. Six different airfoils with a leading-edge radius ranging from 5-50% of the maximum thickness of the 

airfoil were tested and it was observed that the root mean square (RMS) pressure levels were higher for airfoils 

with a larger radius. It was also found that the RMS pressure levels had also increased upstream of the flow, 

compared to the undisturbed boundary layer. Bimodal histograms of surface pressure fluctuations were in 

agreement with the bimodal histograms of the velocity field that were reported in studies conducted concerning 

the velocity field of junction flows (Devenport & Simpson, 1989). For airfoils with a leading-edge radius of less 

than 13% of the maximum thickness of the airfoil, no unsteady bimodal behaviour was observed, which is 

consistent with unsteadiness being a function of the airfoil bluntness. The effects of three-dimensionality on 

pressure fluctuations under a three-dimensional boundary layer were studied by recording and analysing the 

pressure fluctuations away from the region where the unsteadiness of HSV systems dominate (Goody & Simpson, 

2000). The measurements reveal that there is an increase in the wall pressure fluctuations in the low-frequency 

spectrum at a location upstream of the airfoil, on the other hand, the pressure fluctuations downstream of the 

airfoil increase show an evident increase in the high-frequency levels and a decrease in low-frequency levels 

which can possibly be attributed to the acceleration of fluid around the nose of the airfoil.  

The root mean square and spectral characteristics of the wall-pressure fluctuation have been recorded and 

studied for a NACA0012 airfoil (Awasthi, et al., 2018). The measurements elucidate that the magnitude and 

spectral shape of pressure fluctuations is modified all around the airfoil by its presence in the flow field. The wall 

pressure fluctuations increase across the entire frequency range due to the flow separation that occurs upstream 
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of the leading edge of the airfoil with an increasing angle of attack. Further downstream of the leading-edge, the 

pressure fluctuations increase and decrease on the suction and pressure sides respectively all around the airfoil 

body. At any given angle of attack, the most intense fluctuations are observed around the maximum thickness 

region of the airfoil on the suction, mostly in the higher frequencies. The unsteady pressure levels decay 

downstream of the maximum thickness of the airfoil before rising again past the trailing edge of the airfoil. The 

histogram of pressure fluctuations does not reveal the presence of bimodal unsteadiness upstream of the 

appendage-body junction. 

The velocity field and flow structure of fluid flow in the vicinity of appendage-wall junctions have been 

extensively studied but wall pressure fluctuations and their relation to junction flows have been scarcely studied. 

Wall pressure fluctuations can be expected to be majorly influenced by the unsteadiness of horseshoe vortex 

systems, the flow separation near the airfoil leading edge, the corner separation, and the vortex legs in the 

streamwise direction, which are undesirable from structural and noise control aspect. In the case of an airfoil with 

constant radius leading-edge concave fillet, the flow dynamics, structure, and bimodal unsteadiness have been 

studied by Devenport et al (1992) but its effects on the frequency spectra of the wall pressure fluctuations in the 

airfoil-junction have not been critically studied and analysed. Thus, implications of introducing a leading-edge 

fillet to an airfoil at varying angles of attack on the wall pressure fluctuations in the vicinity of the appendage-

wall junction region were determined to be the scope of this study.  

The study aims to experimentally measure the unsteady pressure fluctuations and analyse the effects of a 

leading-edge fillet attached to a NACA0012 airfoil different angles of attack on the wall pressure fluctuations that 

are associated with the characteristics of junction flows. The study was conducted by comparing the measured 

flow characteristics of a baseline case with no leading-edge fillet with that of an airfoil with a leading-edge fillet 

for various angles of attack ≤ 12°. The study will examine the wall pressure field upstream of the leading edge. 

The wall pressure measurements were taken using an array of remote microphone probes in the UNSW AF1125 

benchtop wind tunnel, shown in Figure 2. The measurements were taken for the tunnel operating at 30m/s while 

the boundary layer thickness is 3.5mm. 

2 Methodology 

 
(a) 

 

 

 
 

(b) 

Figure 2 Schematic of the (a) AF1125 wind tunnel test facility, (b) Baseplate, mounting plate and 

NACA0012 airfoil assembly, coordinate system, and wall pressure measurement taps (Tecquipment, 2017) 

The measurements were performed in the USNW AF1125 benchtop wind tunnel which is of the close working 

section and open-return suction type which is supported on a tubular structure and is compact enough to fit on top 

of a laboratory bench, with a 125mm×125mm×350mm test section that can operate at a flow velocity from 0 m/s 

to 36 m/s. Air passes through a settling chamber before entering through an aerodynamically designed effuse 

(cone) that accelerates the air in a linear manner, through the working section and finally passes through a grill 

before moving through a diffuser into the variable speed axial fan and exits into the atmosphere upwards through 

an exhaust duct. The test specimen, base plate and mounting plate are mounted on the left side of the closed test 

section. The mounting plate sits flush with the base plate  Figure 3 depicts the undisturbed boundary layer velocity 

profile. 

Table 1 Undisturbed boundary layer parameters 

 𝑈∞ (m/s) 𝛿 (mm) 𝑅𝑒𝑐 

Measurements 30 3.5 138,972 
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Figure 3 Velocity profile at 20mm downstream from the test section inlet at 𝑼∞ = 30m/s. The presentation 

of this profile followed the coordinate system shown in Figure 2 and the coordinate (y) is normalised on the 

test section height (H=125mm) (Lu, 2018) 

A 4.7mm deep counterbore with a thru-hole has been designed in the customised tunnel wall base plate on top 

of which a 4.7mm thick circular disc mounting plate will sit flush with the surface with a tolerance of ±0.1mm. 

The circular base plate has an ellipse cut-out into which the airfoil slides and sits flush with the surface. The 

circular disc has been designed to enable change in orientation of the pressure taps with the respect to the airfoil 

at different angles of attack and capture the changes that take place in the flow characteristics and unsteady surface 

fluctuations associated with them. The orientation of ports 1 to 7 remains fixed since they are located on the fixed 

base plate while the orientation of ports 8 to 28 can be changed since they are located on the rotatable mounting 

plate. The origin of the coordinate system is located at the tip of the leading edge of the airfoil, the x-direction is 

in the chordwise direction which is negative in the upstream direction and positive in the downstream direction, 

while the z-direction is in the spanwise direction and the coordinate system follows the right-handed rule. The 

flow was left to right with respect to the coordinate system in all the test cases. The leading-edge fillet has been 

designed to have a tapering radius leading edge fillet which has a maximum thickness twice the boundary layer 

at the front end of the leading edge and tapers to 0.1mm near the mid-thickness of the airfoil. The leading-edge 

has been optimised to be able to keep the bluntness factor of the airfoil minimum so that the primary horseshoe 

vortex is minimised in strength and size. The airfoil has been designed taking into consideration the design 

suggestion put forward by Dickenson, a fillet of twice the thickness of the boundary layer approaching an airfoil 

has been recommended to have desirable changes to junction flows. 

 

 
(a)  

(b) 

 
(c)  

(d) 

Figure 4: (a) Front view of the airfoil without fillet near the junction (b) Side view of the airfoil without 

fillet near the junction (c) Front view of the airfoil with fillet near the junction (d) Side view of the airfoil 

with fillet near the junction 

Table 2 Parameters of the base airfoil case 

Airfoil 

type 

Chord 

length 

(mm) 

Maximum 

thickness 

(mm) 

Aspect 

ratio of 

the airfoil 

Blockage 

ratio at 12-

deg AOA 

Bluntness  

Factor 

Fillet radius 

at leading-

edge (mm) 

Fillet height and 

length at the 

maximum 

thickness of 

airfoil (mm) 

Distance of 

leading-edge 

from the start 

of test-section 

(mm) 

NACA

0012 
70 8.4 1.0 ≈11% 0.028 7 0.1 , 0.8 ≈150.1 

The unsteady wall pressure measurements were made using the remote microphone method. The measurement 

locations for this study are all upstream of the leading edge. The measurement locations have been tabulated in 
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Table 3. The pressure fluctuations at the surface of the wall were transferred remotely through a pressure tap to a 

GRAS 1/4-inch Type-40PH free-field microphone. To achieve this, a 10 mm long steel tube with an outside 

diameter of 0.8 mm and inside diameter being 0.5mm was installed downstream of the wind tunnel test section. 

It has been demonstrated previously by Devenport et al. that a 0.5 mm diameter thru-hole is sufficient to resolve 

boundary layer pressure fluctuations between the lowest measurable frequency and 20 kHz. Flexible tubing with 

an inside diameter of 0.8 has then been used to attach the metal tubing to a 3D printed resin prototyped housing 

in which a GRAS® 1/4 inch-type 40PH free-field microphone has been installed. Inside the housing, a 1.6 mm 

diameter channel with a T-junction has been used to split the pressure waves between the microphone and a 3 m 

long anechoic termination. The latter is required to dampen reflections that arise if the housing had a closed-end. 

The remote microphone and cavity calibration setup have been depicted in Figure 3. The GRAS® type 40 PH 

microphone has a flat frequency response (±2 dB) up to around 15 kHz. The voltage output from the microphones 

has been acquired using National Instrument® DAQ at a sampling rate of 51,200 Hz for 32s.  

The Fourier transform of the recorded data signal was obtained using a Hanning window of 4096 points and 

an overlap of 50% between each record. A zero-phase bandpass filter was applied to the time series pressure signal 

that was acquired using the microphones to filter out the noise since the data below 100Hz is possibly 

contaminated with background noise and above 10kHz is contaminated by noise due to reflections from the walls 

of the tubing.  

Table 3 Wall pressure fluctuations measurement locations 

Ports along axis Pressure Side Suction Side 

Port # x/c z/c Port # x/c z/c Port # x/c z/c Port # x/c z/c 

1 -1.106 0 8 -0.400 0 15 -0.143 -0.043 16 -0.143 0.043 

2 -1.020 0 9 -0.357 0 17 -0.143 -0.086 18 -0.143 0.086 

3 -0.934 0 10 -0.314 0 19 -0.143 -0.129 20 -0.143 0.129 

4 -0.849 0 11 -0.271 0 21 -0.143 -0.171 22 -0.143 0.171 

5 -0.763 0 12 -0.229 0 23 -0.143 -0.214 24 -0.143 0.214 

6 -0.677 0 13 -0.186 0 25 -0.143 -0.257 26 -0.143 0.257 

7 -0.591 0 14 -0.143 0 27 -0.143 -0.300 28 -0.143 0.300 

 

The remote microphones were calibrated at the site for each of the measurement locations using the methods 

described by Guan et al. Refer to the remote microphone technique used by Awasthi et al. (2018) for more details 

on the remote microphone probe setup. The remote microphone probe and factory calibrated reference 

microphone were exposed to the same white noise source by applying the cavity calibration method which 

involves the use of a customised 3D printed calibration coupler which houses both the source and reference 

microphone perpendicular to each other. This coupler was placed over the tap on the base plate, while the voltage 

signal to the speaker microphone, the response of the reference microphone and that of the remote microphone 

were then recorded simultaneously to evaluate the complex transfer function using:  

 
𝐻𝑐𝑎𝑙 =   

𝛷𝑆𝑀(𝑓)  ×  𝑆𝑟𝑒𝑓

𝛷𝑆𝑅(𝑓)
 

(2) 

where f is the frequency in Hz, Sref is the sensitivity (in V/Pa) of the reference microphone, ΦSM(𝑓) is the cross-

spectrum between the input voltage signal to the speaker and the remote microphone output voltage, and Φ𝑆𝑅(𝑓) 

is the cross-spectrum between the input voltage signal to the speaker and the reference microphone output voltage. 

The white noise signal is generated using GRAS® 40AD 1/2-inch pre-polarized microphone driven by a GRAS® 

14AA electrostatic actuator amplifier. 

3 Results and Discussion 
The results from measurements of wall pressure fluctuations in the vicinity of the appendage-wall junction are 

now discussed. The root mean square (RMS) wall pressure followed by the spectral characteristics of the surface 

pressure fluctuations will now be discussed. Measurements were performed at a free stream velocity of 30m/s. 

which corresponds to a chord-based Reynolds number of nearly 138,972.  

3.1 Root Mean Square (RMS) Pressure 

Figure 5 depicts the root mean square wall pressure (𝑝𝑟𝑚𝑠) measure at each of the ports for several angles of attack 

as a function of the chordwise distance upstream of the leading edge and spanwise distance from the longitudinal 

axis of the baseplate-mounting plate assembly. The RMS pressure values at each of the ports represented in the 

plots have been normalized on the RMS pressure at the respective port for the undisturbed boundary layer case. 

The RMS pressure has been calculated by taking the RMS of the filtered time-series pressure signal using the 

formula: 
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𝑝𝑟𝑚𝑠  =  √ ∫ 𝜙𝑝𝑝(𝑓)𝑑𝑓

𝑓ℎ

𝑓𝑙

 

 

(3) 

where 𝑝𝑟𝑚𝑠 is the RMS pressure in Pascals, 𝜙𝑝𝑝 is the filtered time-series pressure signal. The filter applied to the 

data has a cut-off frequency of 100Hz to 10,000Hz. 

 From Figure 5 it can be inferred that the RMS pressure level at most of the ports is raised from the undisturbed 

boundary layer case due to the presence of an airfoil in all test cases except for the airfoil with no-fillet at the zero-

lift configuration at which the RMS pressure levels remain close to the UBL case. The least RMS pressure levels 

can be observed for the airfoil with no-fillet at zero-lift configuration at all measurement locations. The RMS 

pressure levels for the airfoil with the fillet at zero-lift configuration is higher than airfoil without fillet at all 

measurement locations except at z/c greater than 0.25. In cases, at a 4-deg angle of attack, the RMS pressure levels 

at ports located on the base plate are higher for the no-fillet case than the airfoil with fillet, while the RMS pressure 

levels at the ports located on the rotatable mounting plate for the airfoil with fillet have higher RMS pressure 

levels than the case with no-fillet. In all other cases, the RMS pressure levels of the airfoil with fillet are higher 

than the RMS pressure levels of the no-fillet case. The RMS pressure at the ports located between x/c -0.75 and -

0.4 is lesser for the 12-deg angle of attack than the 8-deg angle of attack while RMS pressure levels at the pressure 

taps located on the rotatable mounting plate of the no-fillet case at 8-deg and 12-deg angle of attack seem 

comparable, which is a deviation from the expectation of an increase in the RMS pressure levels upstream of the 

leading-edge with an increase in the angle of attack. It can be also be observed that the RMS pressure levels for 

all the test cases of the airfoil with fillet are higher than the corresponding cases without fillet except for the 

deviation at a 4-deg angle of attack as discussed above. RMS pressure levels between x/c -0.3 and -0.1 for the test 

cases with a fillet at a 0-deg angle of attack and 4-deg angle of attack are approximately equal which is a deviation 

from the trend of increasing RMS pressure levels with angle of attack. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 5 Chord wise variation of the RMS wall pressure upstream of the airfoil-wall junction at pressure 

taps (a) located on the base plate (b) located on the mounting plate along the longitudinal axis (b) located 
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on the mounting plate along the longitudinal axis (c) located on the mounting plate on the suction side of 

the airfoil (d) located on the mounting plate on the pressure side of the airfoil 

 The fluctuating pressure levels immediately upstream of the leading-edge increase with increasing angle of 

attack and the presence of an airfoil change the flow field even far upstream the leading-edge, while the effects of 

introducing a fillet to the leading-edge of the airfoil can too be observed far upstream of the leading-edge as can 

be observed from the RMS pressure plots. The RMS pressure levels increase with decreasing distance to the 

leading edge along the x-direction while the RMS pressure levels decrease as the distance from the center of the 

axis increases in the z-direction, which is following the trend that has been observed in the past research studies 

that have been reviewed. 

3.2 Surface Pressure Spectra 

 Figure 6 depicts the surface pressure spectra at several locations for four angles of attack. The surface pressure 

spectra for the undisturbed boundary layer case at each of the measurement locations has also been represented 

for comparison. The spectra recorded at each of the measurement locations has been color-coded and the colour-

scheme associated with each measurement location has been shown in Figure 6 (g) inset.  All the data plots capture 

the trend of variation in surface pressure spectra for the different test cases with reasonable accuracy but differ in 

magnitude at some of the measurement locations due to minor error in calibration of the ports and the testing 

environment being in an echoic room, instead of the ideal case of having an anechoic environment for acoustic 

testing. Thus, comparing the pressure spectra of the undisturbed boundary layer case at each of the ports with the 

pressure spectra recorded for all the test cases reveals important information on the effects of introducing a fillet 

to a NACA0012 airfoil. The effect of introducing a fillet can be observed far upstream at all angles of attack until 

the farthest measurement location from the leading-edge at x/c=-1.05 of the leading-edge, though the spectral 

lines are very closely spaced when the plots were inspected and analysed the spectral lines for each of the cases 

followed a constant trend across all the measurement locations. The increase in overall surface pressure 

fluctuations can be inferred from the RMS pressure plot.  

 In case of all angles of attack, the presence of an airfoil raises the low frequency (less than 1000Hz) content 

of the surface pressure fluctuations above the undisturbed boundary layer case at all ports along the axis upstream 

of the leading edge, as far as the port located at x/c=-1.10, on the other hand, the higher frequency (above 1000Hz) 

content is suppressed probably due to stronger flow separation which leads to the formation of large-scale 

recirculating structures, the effects are more discernible at measurement locations that are closer to the leading 

edge than further upstream which can be inferred from Figure 6.  Increasing the angle of attack increases the 

surface pressure fluctuations upstream of the leading edge in the low-frequency range and suppresses the higher-

frequency content. The spectral plots of the fillet airfoil are higher in magnitude compared to the no-fillet airfoil 

at the respective angles of attack in the low-frequency range and have suppressed magnitude in the higher 

frequency range at the ports located on the axis. This can be attributed to the fact that the flow is encountering a 

blunter airfoil due to the presence of the fillet, which results in increasing the adverse pressure gradient upstream 

of the airfoil leading-edge to large recirculating structures.  

 At the ports located on both suction and pressure side of the axis, the surface pressure spectra are elevated 

across all the frequencies for the ports closer to the axis and as moves away from the axis in the z-direction, the 

frequency content above 2500Hz decreases in magnitude compared to the undisturbed boundary layer case. The 

fillet test cases result in an increase in the surface pressure fluctuations compared to their no-fillet counterpart at 

respective angles of attack.  

 At a zero-degree angle, a spectral peak can be observed in the PSD for the no-fillet case at measurement 

locations further away from the leading-edge fillet between 1050Hz and 1400Hz, but the presence of leading-

edge fillet results in the spectral peak at 0-deg and 4-deg angle of attack. The frequency at which the spectral peak 

occurs is the same for all measurement locations for a given angle of attack but the magnitude of the spectral peak 

decreases for measurement locations that lie closer to the potential core of the recirculating structures. The origin 

of this peak can possibly be attributed to the tonal noise generated by the laminar separation of the boundary layer. 

2-dimensional and 3-dimensional airfoils (such as the airfoil used in this study) emanate tonal noise which can be 

ascribed to the acoustic feedback mechanism between the trailing-edge that scatters the acoustic waves and the 

laminar separation on the airfoil (Moreau & Doolan, 2016). The presence of the spectral peak at different 

measurement locations that are at large streamwise distances suggests that 2-D airfoil-like flow is responsible for 

the presence of spectral peaks. This peak was also audible while conducting the experiments and was only 

observed for the cases discussed above.  

 The presence of the leading-edge fillet did not seem to alter the flow structure in the vicinity of the junction in 

any favourable manner and rather increased the strength of the large-scale recirculating structures and increase 

the adverse pressure gradient upstream of the leading-edge fillet, which led to an increase in the power spectral 

density for the airfoil with fillet. The leading-edge fillet provided results contrary to what was observed by 

Devenport et al. mostly due to the variation in the design of leading-edge fillet. Accumulation of lower velocity 

boundary layers took place due to increased bluntness of the encountered nose which flowed under the higher-
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velocity boundary layers of the fluid leading to flow separation, which also increased the turbulence near the nose 

of the appendage. In the case of the appendage with a leading-edge fillet at a non-zero angle of attack, separation 

of the boundary layer probably occurs on the pressure side of the appendage due to local adverse pressure 

gradients, significant skewing of the approach boundary layer possibly takes place because the flow interacts with 

a blunter leading edge, while non-uniformity and unsteadiness of the flow on the pressure side of the appendage 

have been recorded to be higher than in zero angle of attack case (Devenport, et al., 1992). 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 
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(g) 

 
(h) 

 
(i) 

 
(j) 

Figure 6 (a) (Port 2) x/c = -1.020, z/c =0, (b) (Port 6) x/c = -0.677, z/c = 0, (c) (Port 10) x/c = -0.314, z/c = 0, 

(d) (Port 14) x/c = -0.143, z/c = 0, (e) (Port 15) x/c = -0.143, z/c = -0.043, (f) (Port 16) x/c = -0.143, z/c = 0.043, 

(g) (Port 21) x/c = -0.143, z/c = -0.171, (h) (Port 22) x/c = -0.143, z/c = 0.171, (i) (Port 25) x/c = -0.143, z/c =  

-0.257, (j) (Port 26) x/c = -0.143, z/c = 0.257 

3.3 Surface Pressure Histogram  

Figure 7 (a) shows the histograms of measure surface pressure fluctuations at port 13 for varying angles of attack 

and undisturbed boundary layer case and Figure 7 (b) represents the histograms of measured surface pressure 

fluctuations at port 13, 14, 15, and 16 for the zero-lift configuration. The histograms of the surface pressure 

fluctuations at all measurement locations do not exhibit any bimodality and have a single peak. It can be noted 

that this is in accordance with the findings of Devenport et al. which entail that airfoils with leading-edge radius 

less than 13% of the maximum thickness of the airfoil, do not exhibit unsteady bimodal behaviour, which is 

consistent with unsteadiness being a function of the airfoil bluntness. The baseline case of NACA0012 airfoil 

without fillet has a maximum thickness of 12% of the chord length, which is less than the maximum thickness 

recorded by Devenport et al.  

 
(a) 

 
(b) 

Figure 7 Histograms of wall pressure fluctuations upstream of the airfoil (a) at port 13 for varying angles 

of attack (b) at ports 13, 14, 15, 16 at a 0-deg angle of attack 
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4 Conclusion 
Unsteady surface pressure measurements were performed in a wind-tunnel with closed working-section and 

open-return suction type to understand the behaviour of surface pressure fluctuations on introducing a leading-

edge fillet to a NACA0012 airfoil by comparing it to a baseline case. The airfoil had a theoretical chord of 70mm 

and the Reynolds number based on chord length was approximately 139,000. The incoming wall boundary layer 

thickness was 3.5mm and the aspect ratio of the airfoil was 1.0. Several angles of attack were considered between 

0-deg and 12-deg.  

The measurements show that the presence of a leading-edge fillet did not alter the flow in the vicinity of the 

junction in any favourable manner and rather increases the magnitude and the spectral shape of wall pressure 

fluctuations across the entire upstream region of the leading-edge fillet across most of the frequency range. The 

flow encounters a ‘blunter’ object which increases the adverse pressure gradient upstream of the leading-edge. 

Accumulation of lower velocity boundary layers possibly took place due to the increased bluntness of the 

encountered nose and leads to an increase in turbulence near the nose of the appendage. The magnitude of surface 

pressure spectra under 1000Hz increases with an increasing angle of attack at most measurement locations 

upstream of the airfoil due to the flow encountering a blunter object.  

At a zero-degree angle of attack, a spectral peak can be observed in the PSD for the no-fillet case at 

measurement locations further away from the leading-edge fillet between 1050Hz and 1400Hz, but the presence 

of leading-edge fillet results in the spectral peak of increased magnitude at 0-deg and 4-deg angle of attack. The 

frequency at which the spectral peak occurs is the same for all measurement locations for a given angle of attack 

but the magnitude of the spectral peak decreases for measurement locations that lie closer to the potential core of 

the recirculating structures, close to the leading-edge. The origin of this peak can be attributed to the tonal noise 

generated by the laminar separation of the boundary layer. The histograms of the wall pressure measurements do 

not show any indication of bimodal behaviour due to the thickness of the airfoil being less than 13%.  

It would be favourable for accuracy of acoustic measurements if the measurements are recorded in an 

anechoic environment to be able to avoid the background noise which contaminates the pressure signal and 

requires extra steps for filtering. The leading-edge fillet design though did not improve the flow structure by 

reducing the strength of surface pressure fluctuations, the study provided an insight on the effect of the slightest 

change to the leading-edge on the surface pressure fluctuations around the vicinity of the wall-junction region. It 

would be of interest to study different configurations of leading-edge fillet airfoils, other passive devices combined 

with different NACA airfoils at varying angles of attack to be able to find an optimum passive device configuration 

to minimise the surface pressure fluctuations associated with junction flows. 
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I. Abstract 
4D digital holographic PIV/PTV (4D-DHPIV/PTV) methods have demonstrated theoretical viability due to their relative ease of setup 

and high spatial accuracy per pixel. This project further improves on this technique, reducing positional error uncertainty to a thirtieth 

of previously realised results. Furthermore, this project investigates the effect of sensor distance and particle concentration on positional 

error, as well as how velocity gradients related to different flow regimes and their magnitudes affect 3-component–3-dimensional (3C-

3D) displacement. 

II. Nomenclature 
Nx, Ny, Nz  = channel length (pixels) in x, y and z directions 

Pixel size  = the physical length scale of a pixel 

T  = particle transmission coefficient 

x, y, z  = position coordinates in channel 

x0, y0, z0      = particle pixel position 

U  = hologram amplitude 

A  = Fourier transform of hologram amplitude 

i  = imaginary number 

𝜆  = light wavelength  

fx, fy  = Fourier wave numbers in x and y directions 

PSF  = point spread function (amplitude) 

E  = error function 

I  = hologram intensity 

a, b  = hologram intensity scaling constants 

u  = mean velocity 

Δu  = change in velocity due to velocity gradient 

ui  = component-wise mean velocity 

ux, uy, uz  = mean velocity component in x, y and z directions 

s  = strain tensor 

ω  = vorticity tensor 

III. Introduction 
Particle image velocimetry (PIV) and particle tracking velocimetry (PTV) are modern methods used to obtain instantaneous 
velocity fields and particle flow paths respectively in fluids. Recent technological improvements to sensors and computers have 
enabled 3-component – 3-dimensional (3C-3D) and time-resolved (4D) PIV/PTV methods to become viable in macro 
experimental fluid mechanics and turbulence investigations [1]. Current 3D-3C PIV/PTV methods such as tomographic PIV 
(TPIV) require multiple cameras and extended calibration, similar to 3-component – 2-dimensional (3C-2D) stereo-PIV setups, 
resulting in a large source of error [2]. An alternative to TPIV is light-field PIV (LFPIV), which forgoes the lengthy calibration 
requirements of TPIV but resolves at a lower spatial resolution [3].  
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4D digital holographic PIV/PTV (4D-DHPIV/PTV) can potentially improve upon the limitations of TPIV and LFPIV. The method 
has demonstrated a relatively simple calibration process whilst yielding higher spatial resolution measurements compared to 
TPIV and LFPIV [3]. However, as the knowledge of 4D-DHPIV/PTV techniques is limited, this project seeks to quantify the 
positional measurement errors under various seeding particle concentrations and light propagation distances. The effect of 
velocity gradients on 3C-3D vector errors are also investigated to understand and improve the reliability of this technique. 

IV. Methodology 
This project simulates the 4D-DHPIV/PTV technique by first randomly distributing seeding particles within a designated channel 

domain and simulating the resulting sensor hologram. The hologram is then post-processed to reconstruct the particle positions.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Diagram of simulated 4D-DHPIV experiment 

 

A. Distributing Seeding Particles 

A flow channel is simulated between −
Nx

2
≤  x ≤  

Nx

2
, −

Ny

2
≤  y ≤  

Ny

2
 and −

Nz

2
≤  z ≤  

Nz

2
 pixels. The channel is first divided into interrogation 

volumes, each with a fixed number of seeding particles. The x, y and z coordinates of each particle within the interrogation volumes are 

randomly generated and collision-checked with other particles within the interrogation volume and the volume perimeters. The particles 

are assumed to be neutrally buoyant and faithfully follow fluid flows. 

B. Simulating the Hologram 

The resulting hologram from a channel volume with its current distribution of particles is simulated by propagating incident light through 

the volume. The propagation of light is described by the convolution of the wave front and a diffraction kernel. Defining the z axis to 

be the light propagation direction, the particle can be modelled as an aperture with transmission coefficient [1] 

𝑇(𝑥, 𝑦) =  1 − 𝑒
−

1

2
 
(𝑥−𝑥0)2+(𝑦−𝑦0)2

𝑟2     (1). 

As light passes a particle, the amplitude is altered as 

𝑈′(𝑥, 𝑦, 𝑧) = 𝑈(𝑥, 𝑦, 𝑧)𝑇(𝑥, 𝑦)    (2). 

Convolution is modelled by the diffraction kernel described as 

𝐴 (
𝛼

𝜆
,

𝛽

𝜆
, 𝑧) = 𝐴 (

𝛼

𝜆
,

𝛽

𝜆
, 0) 𝑒𝑥𝑝 (

2𝜋

𝜆
𝑖√1 − 𝛼2 − 𝛽2𝑧)    (3) 

in the Fourier space, where α and β in Eq. 3 are defined by 

                                   𝛼 = 𝜆𝑓𝑥     𝛽 = 𝜆𝑓𝑦   (4).     

This method of light propagation is known as the angular spectrum method [4]. In practice, the Fourier transforms are performed using 

Fast Fourier Transforms (FFT) and Inverse Fast Fourier Transforms (IFFT) due to the discretised positioning of pixels within arrays. 

The convolution process is repeated for every particle in the channel domain until the light is finally propagated to the sensor. 

Furthermore, Eqs. 3 and 4 assume incident light to be monochromatic, coherent laser light. This also allows the assumption that the 

incident amplitude of light at the first particle encountered is 1, since only light’s relative phase is important [4]. The simulations are 

performed using 532nm 𝜆 laser light. Sample holograms are shown in figure 2 below. 
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Fig. 2 Holograms of 4 micrometer particle placed 0.1m away using a pixel size of 1 micrometer. (a) shows an artifacting, 

simulated intensity using a 20482 pixel sensor and (b) shows intensity when calculated using 40962 pixels, with the center 20482 

pixels cropped (extended). 

 

Due to the properties of FFT and IFFT, it is important to note that longer propagation distances result in visible, non-physical artifacting 

occurring in simulated holograms. This can be resolved by simulating a hologram larger than the sensor itself and cropping the inner 

array that represents the sensor data as shown in image (b) of figure 2. 

 

C. Reconstructing Channel Volume 

To reconstruct the position of particles from the recorded hologram, the hologram’s amplitude is propagated backwards at various z-

planes within the original channel domain to generate a convolution volume.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3 Extended absolute amplitude of a centered 2 micrometer particle in a 1283 pixel volume (PSF). (a) is an iso-surface 

plot and (b) is a contour plot in y-z at x=0. 

 

The contribution of the incident light is then removed from the convolution volume and point spread function (PSF) such that  

𝑃𝑆𝐹′(𝑥, 𝑦, 𝑧) = 𝑎𝑏𝑠(𝑃𝑆𝐹(𝑥, 𝑦, 𝑧) − 1)    (5), 
𝑈′(𝑥, 𝑦, 𝑧) = 𝑎𝑏𝑠(𝑈(𝑥, 𝑦, 𝑧) − 1)    (6). 

The convolution volume is then deconvolved with a particle’s PSF using Richardson-Lucy deconvolution described by 

𝑈(𝑡+1) = 𝑈(𝑡). (
𝑈

𝑈(𝑡)∗𝑃𝑆𝐹
∗ 𝑃𝑆𝐹∗)    (7) 

where U is the incident-light-removed initial convolution volume amplitude. U(t) represents the t-th iteration of the convolution volume 

amplitude and PSF* is the incident-light-removed PSF amplitude reflected in the x, y and z directions across the array center [5]. The 

algorithm is concluded when the correlation of U between iterations exceeds a value of 0.999. The deconvolution algorithm produces a 

reconstructed volume with z-elongated, gaussian-like structures as particles. The stretching in the z axis is due to the z-elongated 

structure of the PSF. 

(b) 

(b) (a) 

(a) 
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Fig. 4 Iso-surface plot of deconvolved 1283 pixel volume, showing cluster shapes of reconstructed particles. 

 

D. Iterative Inverse Reconstruction Method 

The objective is to retrieve the particle positions from the gaussian-like structures within the reconstructed volume. The 3D Hoshen-

Kopelman algorithm [3] assists by first clustering the gaussian-like structures into groups, given that they exceed a threshold value of 

0.2 times the maximum value. Each cluster is then used to find its weighted centroid position.  

 

Each particle will now undergo the inverse position-optimisation process. For each particle identified, a hologram resulting from that 

particle alone is then compared to that of the original, simulated hologram. The centroid position is then optimised such that the error 

between hologram intensities defined by 

𝐸 = Σ(𝐼𝐻𝑜𝑙𝑜𝑔𝑟𝑎𝑚 − 𝐼𝑃𝑎𝑟𝑡𝑖𝑐𝑙𝑒)2   (8) 

is minimized. The intensity of the particle hologram is also linearly scaled as described by 
𝐼′(𝑥, 𝑦) = 𝑎𝐼(𝑥, 𝑦) + 𝑏   (9) 

where a and b are scaling constants, numerically solved so that the error described in Eq. 8 is further minimised. The scaled intensity is 

then subtracted from the sensor hologram intensity and the finalised particle position is recorded. This is repeated for every particle 

centroid found in the reconstructed volume. Note that constraints on the parameter a can be utilised to reject “ghost” particles [1] when 

its convergent solution results in a magnitude less than 0.5 - this arises from the imperfect subtraction of particle diffraction patterns, 

resulting in residuals. 

 

The deconvolution process via Eq. 7 is repeated until the light perturbations due to particle presence in the subtracted hologram fall 

below a predetermined error threshold when compared to incident light. The error is defined as 

𝐸 = Σ(𝐼𝐻𝑜𝑙𝑜𝑔𝑟𝑎𝑚 − 𝐼𝐼𝑛𝑐𝑖𝑑𝑒𝑛𝑡 𝐿𝑖𝑔ℎ𝑡)2   (10). 

The deconvolution process is also stopped when the error decrease between subsequent reconstruction volumes is sufficiently small. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

  

  

Fig. 5 Iterative particle detection process [3] 
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V. Results and Discussion 

A. Effect of Sensor Distance on Positional Error 

The effects of light propagation distance on positional error uncertainty and bias are investigated by comparing results from a repeated 

simulation with all parameters except sensor position being identical. A simulation using a channel size of Nx=Ny=Nz=128 pixels, pixel 

size of 1 micrometer (128μm3 volume) and particle diameter of 2 micrometer is performed. The simulated 2562 pixel sensor is located 

at distances 0.05, 0.1, 0.15, 0.2 and 0.25mm away from the channel. 10 particles are simultaneously placed within the channel and the 

simulation is repeated 20 times for a theoretical total of 200 particles for analysis at each distance. The following results are observed. 

 

 
Fig. 6 Plot of position error uncertainty as a function of sensor distance, normalised by wavelength. 

 

 
Fig. 7 Plot of position error bias as a function of sensor distance, normalised by wavelength. 

 

 
Fig. 8 Plot of inverse reconstruction method particle detection rate as a function of sensor distance. 
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Figure 6 suggests the expected position error uncertainties in all components decrease as sensor distance increases. This is likely because 

at larger distances, the hologram’s diffraction patterns expand and thus enables the deconvolution algorithm to leverage supersampling 

to achieve greater precision. The magnitudes of error bias in figure 7 also supports this claim, with the shortest sensor distance resulting 

in the largest bias magnitudes. 

 

Figure 8 portrays particle detection rate reaching a maximum at a moderate sensor distance of 0.1mm. This is likely because at short 

sensor distances, the diffraction patterns are the smallest and thus give the least amount of information to reconstruct the particle 

positions. At larger distances, the magnitude of intensity perturbations is reduced significantly, thus resulting in a lower detection rate.  

 

Furthermore, it can be noted that the positional uncertainties are significantly larger in the z axis than in the x or y axes. This is as 

expected, due to the deconvolved gaussian-like peaks being elongated in the propagation axis as observed in figure 4. 

 

B. Effect of Particle Concentration on Positional Error 

The effects of particle concentration on positional error uncertainty and bias are investigated by comparing results from a repeated 

simulation with all parameters except particle concentration being identical. A simulation using channel size of Nx=Ny=Nz=64 pixels, 

a pixel size of 1 micrometer (64μm3 volume), particle diameter of 2 micrometer and a sensor distance of 0.1mm is performed. The 

simulation is repeated with 5, 10, 20, 40 and 80 particles simultaneously and is repeated until there are 80 particles for assessment at 

each concentration. This corresponds to 0.00122, 0.00244, 0.00488, 0.00977 and 0.0195 particles per pixel2 of lighting area and the 

results shown in figures 9-11. 

 
Fig. 9 Plot of position error uncertainty as a function of particle concentration, normalised by wavelength. 

 

Figure 9 demonstrates that the uncertainty increases linearly with particle concentration. Furthermore, similar to previous findings, the 

error uncertainty in z position has a significantly larger minimum value and escalates quicker than x and y error uncertainties. A similar 

finding is observed in the figure 10 bias values as the magnitude of z bias is much more erratic and on average, significantly larger than 

the biases in x and y values. The lowest error uncertainty values are 0.1052, 0.0924 and 0.8573𝜆 in x, y and z respectively, at the lowest 

particle concentration. Compared to literature values [1], under the same pixel size and channel domains, the simulation demonstrated 

it can achieve significantly lower error uncertainties - up to a 30 fold reduction at the lowest concentration in the x and y positions. The 

improvements are likely due to using a finely constrained (centered 0.2 pixel length box in x and y and 2 pixel length in z) numerical 

optimization method to prevent the numerical algorithm from iterating to adjacent minima formed by the multiple diffraction fringes. 

 
Fig. 10 Plot of position error bias as a function of particle concentration, normalised by wavelength. 
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Fig. 11 Plot of reconstruction method particle detection rate as a function of particle concentration. 

 

Figure 11 shows that particle detection rate linearly decreases as particle concentration is increased. Furthermore, the particle detection 

rate also appears to be significantly higher than literature values [1], particularly at the highest particle concentration - the current particle 

detection process is able to retrieve 86.25% as opposed to the 40% previously observed. The improvements can be attributed to the 

linear intensity scaling and robust reconstruction cycle stopping condition implemented. 

 

However, as the sample sizes used for this particle concentration comparison are relatively small, further testing at the same values 

would be ideal to improve the reliability of the data. 

 

C. Effects of Velocity Gradients on Particle Displacement Vector Error  

The effects of velocity gradients on displacement error uncertainty and bias are investigated by comparing results of a repeated 

simulation with all parameters except velocity gradient and flow regime being identical. Displacement vectors are found using a 

simulated 1282 pixel sensor with parameters Nx=Ny=Nz=64, a pixel size of 1 micrometer (64μm3 volume), particle diameter of 2 

micrometer and a sensor distance of 0.1mm. The channel domain is used to simulate a single interrogation volume with 20 particles 

placed in it. The channel is simulated to have a mean velocity of ux=4000, uy=2000 and uz=-3000 pixels/s. Randomly generated particle 

positions are moved by their local velocity with a time stepping of 0.001s. 5 different velocity gradients were separately superimposed 

on the mean velocity as portrayed in figure 12. 

 
Figure 12: 3D displacement vector plot when subjected to (a) uniform mean velocity, (b) pure strain velocity, (c) pure vorticity, 

(d) pure x shear, (e) pure y shear and (f) pure z shear. The vector plots (b) - (e) are the vectors at |Δu/u| ratio of 0.5 and have 

been scaled by a factor of 2 for visualisation. 
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The velocity gradients include a pure strain gradient (equal, constant and opposite s11 and s22 values), pure vorticity gradient (equal, 

constant, negative ω12 and positive ω21 values), and pure shearing velocity gradients in x (constant, positive 
∂ux

∂y
), y (constant, positive 

∂uy

∂x
) and z (constant, positive 

∂uz

∂x
) directions. The strength of each velocity gradient field is varied at |Δu/u| values of 0, 0.05, 0.1, 0.2, 0.3, 

0.4 and 0.5, each being repeated 100 times. The PIV displacement measurements are resolved using the sub-pixel cross-correlation 

method that places a 3D gaussian function at each particle center. The interrogation volume is then cross correlated across consecutive 

times to retrieve a mean velocity for the volume. The displacement of each individual particle is retrieved by cross-correlating its initial 

local volume with its predicted (via volume mean displacement vector) final volume. A detailed description of the technique was 

introduced by [6] and the results are shown in figures 13-16 below. 

 

 
Figure 13: Compiled plot of particle displacement error uncertainty as a function of |Δui/u| under all velocity gradient regimes, 

normalised by wavelength. Note that component-wise |Δui/u| represents |Δux/u| for the X series. 

 

 
Figure 14: Compiled plot of mean displacement error uncertainty as a function of |Δui/u| under all velocity gradient regimes, 

normalised by wavelength. 

 

Figures 13 and 14 show that there is a strong correlation between displacement error uncertainty and the ratio |Δui/u|. The correlation in 

the x and y axes are the strongest (exceeding 0.9) whereas the correlation in z is approximately 0.8. The weaker correlation and slower 

error uncertainty growth can be explained by the large positional error uncertainties in the z axis. The weaker correlation in the z axis 

can also be attributed to the much fewer, 5 z directional velocity gradient cases being tested whereas the x and y axes each have 15 cases 

of varying velocity gradients, suggesting that further testing is necessary. 

 

Moreover, it should be noted that for a uniform flow case, the particle displacement error uncertainty had values of 0.2639, 0.2526 and 

1.3812𝜆 in x, y and z respectively, whereas the positional error uncertainty had values of 0.3469, 0.2499 and 1.6027𝜆 in x, y and z 

respectively, at the same particle concentration. The slight reduction in error uncertainty suggests that the positional errors themselves 

may not be random. Cancellation of errors may have occurred as performing addition of independently identical random variables during 
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displacement vector retrieval should result in √2 times the error uncertainty in position, contrary to the experimental data observed. 

  

 
Figure 15: Compiled plot of particle displacement error bias as a function of |Δui/u| under all velocity gradient regimes, 

normalised by wavelength. 

 

 
Figure 16: Compiled plot of mean displacement error bias as a function of |Δui/u| under all velocity gradient regimes, 

normalised by wavelength. 

 

Figure 15 shows that particle error bias is linearly, strongly correlated (approximately 0.8 correlation) to |Δui/u||max(ui)/u|  in all axes, 

hence having a squared dependence on ui. Larger |max(ui)| and |Δui| values on average increase how far the displacement values are 

underestimated. Figure 16 demonstrates that interrogation mean displacement is very weakly dependent on |Δui/u| in all axes. This is 

within expectations, as the displacement biases of the interrogation volume are flow regime dependent. 

VI. Conclusions 
This project demonstrates that the improved 4D-DHPIV/PTV method can obtain positional error uncertainty values as low as 0.1052, 

0.0924 and 0.8573𝜆 in x, y and z respectively. The positional error uncertainty values also increase with higher particle densities and 

decrease with larger diffraction pattern size, though potentially at the expense of particle detection rate. Additionally, the displacement 

error uncertainty and bias values increase as velocity gradients increase, as expected. 

 

However, additional data collection is necessary to improve the reliability of positional error data as particle concentration is altered, as 

well as increasing the correlation of z displacement errors under a z directional velocity gradient. Further investigation into effects of 

sensor supersampling, pixel size and particle size on positional errors is also recommended to improve the understanding of the 

technique. Moreover, the algorithm can be improved through the application of machine learning to create more physically representative 

definitions of error, as the current definition (Eq. 8) does not properly account for the superposition of multiple diffraction patterns. 
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Performance Evaluation of Bio-mimicry 

inspired Whale’s Fin in Cessna 172 Skyhawk 

Wing 

Karan Kumar Shaw1  and R. Vimalkumar2 
SRM Institute of Science and Technology, Chennai, Tamil Nadu, 603203, India 

This comprehensive review aims to provide a critical overview of the work on tubercles in 

the field of aviation. Biologists propose that the humpback whales are agile and able to 

perform loops and rolls due to the presence of protuberance in their fins. Protuberances on 

the leading edge of wings, also known as tubercles, offer several benefits during stall. 

Tubercles generate a unique flow control mechanism, offering the humpback exceptional 

maneuverability. A numerical study was performed on Cessna 172 Sky hawk’s Wind 

Contrivances biomimicried into whales’ fin to explore the aerodynamic coefficients at 

Reynolds number of 3x106. The choice of optimal turbulence model is made by comparison of 

its aerodynamics characteristics calculated using three different turbulence models at ANSYS 

Fluent environment. Based on this computational study it can be concluded that Menter's 

Shear Stress Transport (K-ω SST) turbulence mode is most accurate in solving this kind of 

problems. The conventional wing of the selected Cessna model has its stalling angle at 

18°which was further delayed to 20° degrees and it showed that the flow pattern over the 

tubercle wing is quite different. Research on the Tubercle Leading Edge (TLE) concept has 

helped to clarify aerodynamic issues such as flow separation. TLE shows increased lift by 

restricting spanwise separation. Analytically, for angles of attack ranging from 15° to 20°, 

tubercles increase lift and drag by 4-6% and by 1.7-1.9%, respectively, resulting in a 2-6% 

increase in the lift-to-drag ratio, and a 3% increase in the maximum lift-to-drag ratio. We 

have also checked for the variation in waves of tuberances for the possible scope to increase 

the aerodynamic efficiency. 

I. Nomenclature 

α\AOA = Angle of Attack 

CL = Coefficient of Lift 

CD = Coefficient of Drag 

LET = Leading Edge Tubercles 

LEX = Leading Edge Extensions 

P = Power Transmission 

R/C = Rate of Climb 

W = Weight of the aircraft 

S = Planform Area of wing 

ղp = Propeller Efficiency 

ρ∞ = Density of free stream 

L/D = Lift-to-drag ratio 

K = Non-dimensional constant in induced drag 

A = Amplitude of Wave in Tubercle 

λ = Wavelength of Wave in Tubercle 

 
1 Undergraduate, Aerospace Department, and AIAA Student Member, 1083874. 
2 Undergraduate, Aerospace Department, and AIAA Student Member, 1204756. 
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c = Chord of the wing 

C = Specific Fuel Consumption 

Wc = Weight fraction of aircraft in cruise profile 

II. Introduction 

Biomimicry is a method of finding inspiration by learning about natural designs, systems and processes for solving 

human problems. Nature has its own way of teaching us about building, processes, structures, and working. By 

learning how nature solves the problems that we face today, we can solve many of the problems that plague our 

environment. The Cessna model 172 Skyhawk is an American most popular four-seater, piston-engine, general 

aviation aircraft having accommodation of four. The aircraft was first launched in 1995 and has been in operation ever 

since. Most Cessna is made compared to other aircraft in history, about 43,000. The Cessna 172 Skyhawk is a training 

and teaching aircraft best known for its reliable flight features. The problem we focus on in this paper is the 

modification of the wing of Cessna 172 Skyhawk Wing and incorporating the tubercles of the humpback whale on to 

the wings to enhance its aerodynamics and fuel efficiency. 

A. Humpback Whale Fins 

Humpback whales are found in all deep oceans of the world. “Megaptera novaeangliae” is the Latin word meaning 

“New England’s great wing." It was invoked owing to its giant pectoral fins, which usually grow up to 15 feet in 

height, because they were first spotted around the coast of New England by the European sailors. The acrobatics of 

humpbacks whale is makes them better than other aquatic animals [1]. It often reaches the ocean surface by hurdling 

belly-up thereby completely vacating its water, then rolling downwards and going to the surface with a loud smacking 

sound. On its way back deep into water, the animal arches its back and dives steeply forward, bringing its tail out and 

onto perpendicular to the water surface. These manoeuvers demonstrate its superior fluid dynamics capability and this 

ability has been accredited by the nature to the humpback whales through the use of its distinctive pectoral flipper. 

Tubercles i.e., the cavity shaped topology generate a unique mechanism of flow control, offering the humpback an 

exceptional manoeuverability. The leading-edge cavities act as devices which induces passive-flow control that 

improve the hydrodynamic performance and manoeuverability of the flipper [2]. Recent investigations of finite wing 

models have demonstrated that the tubercles produce a delay in the AOA until stall, which in turn maximizes lift and 

decreases drag. The flipper has several distinguishable characteristics; it has a unique planform shape which is quite 

flexible, along aspect ratio with the span being as much as 1/3 the body length of the whale, and large distinct tubercles 

shaped contours along the leading edge. The humpback whale flipper has a relatively large aspect ratio 6 and large-

scale tubercles along the leading edge. There is variation of wavelength and amplitude of the waves [3] which 

constitute these tubercles on Leading side of flipper affect its flow properties, which are going to explore in this paper. 

 

Fig. 1 Figure of Humpback Whale (Megaptera novaeangliae). 

III. Literature Survey 

Watt and Fish et al. [1] juxtapose the performance characteristics of a finite wing span having NACA airfoil of 5th 

series 63-021 between curved shaped tubercles and unmodified airfoil using a numerical technique. Their research 

showed a 4.8% lift surge up, 10.9% induced drag surge down, and 17.6% increment in lift-to-drag ratio L/D at a 10° 

AOA. It was culminated that tubercles have no such significant effect on drag at 0° AOA, but there was 11% rise in 

https://www.britannica.com/science/breaching
https://www.britannica.com/animal/animal
https://www.britannica.com/science/ocean
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form drag at a 10° AOA. The Reynolds-averaged Navier-Stokes was used with the identical airfoil at certain AOA. 

The streamlines images showed the formation of huge stream-wise vortices in the region of curves in tubercles. 

Reynolds number of numerical simulations was not clearly mentioned in their research. 

Bolzon and Kelso et al.  [2] discussed the tubercled effect on Swept Wing at very low angle of attack. He 

experimented with two different semi-span wings of Aluminium series 6061, one with smooth LE (leading edge) 

while the other was tubercled at an amplitude of 7.7mm. Force measurement was procured in Re of 221,000 for angle 

of attack extending from 1° to 8°. Through flow visualization techniques they observed that tubercles seem to act like 

vortex generators and there is a significant rise in the lift and drag forces with increment in Lift-to-Drag ratio. They 

concluded that their wing had produced induced drag at 0° due to symmetricity of the airfoil, however when the 

leading edge was modified, it showed a 9.5% reduction in drag, which must be due to a backslide of the friction drag. 

Miklosovic et al. [3] performed an experimental study where he compared the forces of idealized scale models 

redesigned into humpback whale flipper having airfoil NACA 0020 altered and unaltered with tubercles at Re ranging 

from 505,300-510,300. Their results divulged a 40% rise in stall angle, a 6% surge up in the maximum coefficient of 

lift. The lift-to-drag ratio was larger for the airfoils with tubercles for all angles except 10° < α < 12°. The researchers 

agreed with the correlation between tubercles and ordinary vortex generators that was aforementioned by Watt and 

Fish [1]. But later it was found that tubercles don’t replicate vortex generators due to its aerodynamic characteristics 

in a higher angle of attack. 

David Shormann et al. [4] investigated the performance of humpback whale -inspired short board surfing fins as 

it manoeuvers in the ocean’s wave fieldwork. They reviewed different passive flow past humpback fins including 

leading edge tubercles and implemented them into surfboard fins. It was the first time when the tuberculated body was 

dynamically evaluated in all three axes. Researchers used standard instrumentation such as GPS & 9-axis motion 

sensors to collect survey data and it was attached to truster style 3-fin configurations designed at low aspect ratio. The 

deduced that shortboards equipped with LE design showed a ubiquitous increase in characteristics, i.e. 89% of the 

performance means improvement in results, with 44% of these being statistically important. It was also inferred that 

these modified fins would actually improve a surfer’s performance. 

Velkova and Branger et al. [5] tried to establish the best turbulence models in ANSYS Fluent 18 for the purpose 

of studying the aerodynamic features of aircraft wing airfoil NACA 2412. They performed the numerical analysis of 

typical airfoil of Cessna 172 sky hawk at Reynolds Number of 3x106 in three different turbulence model namely 

Spalart-Allmaras, k-ω SST model, and DES k-ω SST model models with CFD code Fluent. They finally concluded 

that the DES k-ω SST model was the most appropriate approach as it showed results close to theoretical calculations 

with some inaccuracy. Nevertheless, their results of 57% for stall angle isn't representative of the real environment in 

which the airfoil is immersed and they considered the wing speed to be uniform which was inappropriate. 

IV. Methodology 

A. CAD Modelling 

The wing CAD was designed in SOLIDWORKS 2020. The basic dimension of Cessna 172 wing span - 35 feet 10 

inches, Root chord – 5 feet 4 inches, Tip chord – 3 feet 8.5 inches. These dimensions were used to make a half span 

unmodified wing which was used to establish proper values for the simulation. The dimensions of the tubercles of the 

whale was scaled approximately to the size of our wing. Many variations were simulated to give the best results.  

Table 1. The variation in Leading Edge with respect to Amplitude and Wavelength 

Amplitude (A) / 

chord (c) 

Wavelength (λ) / 

chord (c) 

Amplitude (A) / 

Wavelength (λ) 

Tag 

0.082 0.307 0.266 A2 λ7.5 

0.086 0.307 0.254 A4 λ7.5 

0.089 0.369 0.241 A6 λ15 

0.089 0.399 0.223 A6 λ30 

0.089 0.43 0.207 A6 λ60 

0.09 0.461 0.206 A8 λ62 
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Fig 2. Isometric View of CAD Model of Wing Section                  Fig 3. Top View of Wing Section 

B. Meshing 

A mesh quality plays a crucial role in the precision and efficiency of the numerical study. We should strive to 

maintain an optimal balance between the computational cost and the level of fineness achieved. Henceforth, we 

decided to use ICEM platform as it provides a fine mesh with lesser elements and better controllability in mesh quality. 

The CAD model of the Cessna Wing is imported into ICEM CFD in IGES format. The following images imprints the 

section view of the boundary box showing the detailed meshing in and around the Cessna 172 wing. Special attention 

is the leading edge of wing since it is our area of interest. 

 

 

Fig 4. Applying Y+ values near surface of wing                   Fig 5. Overall Meshing view of boundary box 

 

 

Fig 6. Meshing Refinement at trailing edge                           Fig 7. Meshing Refinement in leading edge 
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Fig 8. Grid Formation around the airfoil shape                   Fig 9. Refinement close to the surface of wing  

C. Simulation 

The simulations were performed in the ANSYS 19.1 CFD Fluent. The first part of simulations to select the correct 

viscous model for our research. Next part to compare the normal Cessna wing with wing modified with Leading Edge 

extensions for both 2D & 3D cases by simulating the model under cruising conditions.  

1. Preprocessing 

The pre-processing starts with defining the appropriate boundary box (28.2m x 19.74m x 34m) inside the ICEM 

CFD, which was then uploaded in the CFD Fluent. In Meshing setup, the quality of mesh was verified by skewness 

& Orthogonality. Under the Fluent setup section in the general tab we have specified the type of solver as pressure -

based because Cessna 172 operates in subsonic regime and time as steady.  The default values of density and viscosity 

of the air were considered. The basic criterion stowed to meet are the residual RMS error values should be at least 10-

4 and overall imbalances inside the domain should be less than 1% for all the variables [6].  The grid independent 

study was performed until the force coefficient became independent of meshing refinement. The basic boundary 

conditions involved were the cruising speed (80 m/s) of the Cessna at inlet while the zero-gauge pressure at outlet. 

The same conditions were maintained for different turbulence models in order to select the most fitting one. 

 

2. Choosing the appropriate Turbulence model 

1) Spalart-Allmaras Model 

Spalart-Allmaras models can be applicable for low-Reynolds numbers, it uses a single equation to solve the 

kinematic eddy turbulent viscosity. It mainly focuses on the region where shear dominates. On the other hand, this 

particular model cannot determine the behaviour of flow in separation and decaying turbulence as well. 

2) k-w SST Model 

It comes under Reynolds-averaged Navier-Stokes (RANS) group. In this turbulence model two transport equations 

will be used, which will predict the energy in turbulence and specific turbulent dissipation rate. These two parameters 

will help to estimate the rate of dissipation in per unit turbulent kinetic energy [5]. This model can be used in the 

condition where the relative boundary layer is thicker at low Reynolds numbers, due to which this Turbulence model 

is mostly suggested for predicting the flow characteristics near the wall. Even though the boundary layer is under 

adverse pressure gradients and separations, this turbulence model predicts the early separations of the flow. In addition, 

k−ϵ characteristics will improvise the inlet free stream turbulence properties [8]. 

3) Detached Eddy Simulation k−ω SST Model 

This model is known for reducing the turbulent viscosity in the particular area where large turbulence models have 

fine mesh. It is mostly based on the K−ω SST which deals with the flows with pressure induced separation and adverse 

pressure gradient flows as well. It is actually a mix of two types of turbulence models namely k−epsilon and the 

k−omega, which is mostly used in both outer region of the boundary layer and in the inner part as well. Blending 

functions are used to switch between the two formulations in order to solve the transport equations. The main 

advantage is using two different models at two different regions, so that each turbulence model will have its own 

strength and weakness. 
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We compared these three models under the same boundary conditions and the k−ω SST is most appropriate for it 

illustrates behaviour close to the theoretical approach especially at stalling angles. 

       

Fig 10. Comparing the CL for different turbulence              Fig 11. Comparing the CD for different turbulence  

             model along with theoretical calculation                               model along with theoretical calculation 

V. Results 

A. Document Contours & hydrodynamic Flow Pattern of Wing with Leading Edge Tubercle (LET) 

The images show the contours of pressure distribution & streamlines across a small wing section with LETs. The 

images obtained as a result of post-processing in ANSYS Fluent 19. 

 

       

Fig 12. Comparison of CL for both 2D & 3D Wings of        Fig 13. Comparison of CD for both 2D & 3D Wings  

              of Different Leading Edge                                                     of Different Leading Edge 

B. Nomenclature Comparison of Unmodified Wing to Wing with Leading Edge Tubercle (LET) 

Detailed collation of the nominally unmodified wing at both two-dimensional (2D) and three-dimensional (3D) 

shows the potent angle of attack and the maximum coefficient of lift are due in 3D case due to skin friction drag & 

downwash [9]. Lift plots are linear with the increasing angle of attack till α = 4°. 

It was observed through numerical study that even the smallest amplitude and smallest wavelength tubercle 

demonstrates better aerodynamics characteristics. The stalling characteristics which typically starts at α = 18° was 

delayed to α = 20°, for 3D wing [5]. There might be a little decrease in lift for LET wing, the Lift -to-drag ratio is 

more for LET wing than unmodified wing. There is trifling difference in the proportion of drag for 3D and 2D NACA 
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2412 wings at lower angle of attack. As the AOA increases, there is reduction in drag LET modified wing typically at 

α = 14°. However, as the stalling angle approaches, the airfoil with modified LET experiences increase in Drag. 

Therefore, the differences in performances of wings with tubercles is similar for both 2D and 3D bodies suggesting 

there is no additional benefit for finite wings with tubercles. 

 

       

Fig 14. Comparing the CL for both 2D & 3D Wings of      Fig 15. Comparing the CD for both 2D & 3D Wings  

              of Different Leading Edge                                                    of Different Leading Edge 

C. Change in force Coefficients due to Variation in Tubercle Amplitude 

The 2D and 3D NACA 2412 wing modified with LET having fixed wavelength while the amplitude is diversified. 

It is noticed that in smaller amplitude, there is the significant increase in maximum lift coefficient at α = 12°, around 

stalling angle in addition to post-stall lift at α = 24°are both finite & infinite cases. There is high interconnection 

between the lift characteristics for full-length and half-length airfoils for tubercled arrangement [11]. At lower AOA, 

the LET wing with sizeable amplitude has slightly elevated drag value. The 2D airfoil experiences a bigger amount 

of drag at low amplitude when stall angle approaches. The behaviour pattern is more pronounced in 3D at higher angle 

attack. This occurs due to downwash effects due to delayed stall which happens in the 3D wing. 

 

       

Fig 16. Comparing the CL for both 2D & 3D Wings of      Fig 17. Comparing the CD for both 2D & 3D Wings  

              of Different LET Amplitude                                                    of Different LET Amplitude 
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D. Change in force Coefficients due to Variation in Tubercle Wavelength 

Through previous study, we noted that as the cavity between consecutive tubercled leading edge decreases, the 

aerodynamic properties enhances. Nevertheless, through our research, we found that it is true upto certain point after 

which further chopping down the wavelength will lead to decrease in performance trait. For the current research, it is 

spotted that, tubercle with A/c of 0.089 showed the most optimized aspect in designation of maximum coefficient of 

lift, lowest vale of drag and topmost possible stalling-lift accomplished at wavelength, λ/c =0.369. 

The graph advocates that the wing with the largest wavelength encounters early stalling, which is defined as the 

unexpected loss of lift. Yet, this pattern is not followed in the lowest wavelength. Similar attributes were also observed 

in 2D airfoils. This suggests that wingtip has almost trivial effect on wavelength variation. The drag differences were 

eminent for varying wavelength LET wings nearby stalling angle. Stall occurs earlier for large wavelength tubercles, 

the point at which higher drag increment occurs at lesser angles [15]. The optimized tubercle design in form of lowest 

drag for greater ranges of AOA is identical to same configurations that demonstrated better lift characteristics. 

 

       

Fig 18. Comparison of CL for 2D Wings having                  Fig 19. Comparison of CD for 2D Wings having        

             Variations in LET Wavelength                                              Variations in LET Wavelength 

       

Fig 20. Comparison of CL for 3D Wings having                  Fig 21. Comparison of CD for 3D Wings having        

             Variations in LET Wavelength                                              Variations in LET Wavelength 
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E. Effect of Bio-Inspired Technology on Cruise Performance and Rate of climb (RoC) of Cessna 

The vertical component of velocity with which an airplane climbs up in the air is apparently called the Rate of 

Climb. RoC depends on several factors and its dependency varies with the type of aircraft like jet, propeller driven 

etc. Cessna 172 Skyhawk is a propeller driven aircraft and its equation of rate of climb is given by:  

 

(RoC)max =  
ղp P

𝑊
 – [

2

ρ∞
 √

𝐾

3𝐶𝐷,𝑂
  (

𝑊

𝑆
)] 1/2 1.155

(
𝐿

𝐷
)𝑚𝑎𝑥

                                     (1) 

 

This implies that with increase in lift-to-drag rate, the negative component of the right-hand side decreases, thereby 

increasing the RoC. Based on previously obtained results, we found that wing refashioning with leading edge 

extensions of certain wavelength & amplitude demonstrates a rise in maximum L/D ratio. Therefore, the change in 

Rate of Climb is addressed through the graph. 

Cruise is that phase of flight profile when aircraft moves with level altitude before it begins to descend. In this 

phase, the pilot decreases the power, the rpm of the propeller decreases, the weight fraction of aircraft is more 

dependent on lift-to Drag ratio than thrust. The equation that vividly describes the weight fraction in cruise phase. 

 

𝑊𝐶 = 𝑒𝑥𝑝 (
−𝑅𝐶

𝑉(
𝐿

𝐷
)𝑐𝑟𝑢𝑖𝑠𝑒

) = 𝑣𝑎𝑙𝑢𝑒𝑠                                                          (2) 

So, with the increment in lift-to-drag ratio, we find that the denominator on the left-hand side increases which in 

turn decreases the weight fraction in the cruise region. Therefore, the amount of fuel required to maintain level altitude 

decreases. The fuel consumption in terms of gallons per hour is compared for both normal & modified wings. For 

propeller driven aircraft, the L/D ratio in the loiter phase happens to be 86.6% of the L/D ratio in the cruise phase. So, 

arguably, there are some economizing in fuel consumptions in those phases of profile where L/D ratio is the significant 

factor.   

       

Fig 22. Comparison of Rate of Climb between Normal         Fig 23. Comparison of Fuel Consumption between       

             & LET wing of Cessna 172                                                       Normal & LET Wing at 2000 ft Altitude 

F. Effect of Tubercle on Pressure drag, Friction drag & Induced drag 

At zero-degree angle of attack, tubercled wing shows reduction in drag, it must be because of pressure drag or 

skin-friction drag. From streamline’s contours, it is observed that vortices move away from each other having recurrent 

downwash, while exactly opposite happens with a recurrent upwash [16]. Therefore, the expected net outcome of 

tubercle is to enlarge the total boundary layer momentum, thereby reducing the pressure-drag. At lower AOA, pressure 

drag is usually less than friction drag. Therefore, it is unclear that overall drag reduction is accompanied with reduction 

in friction drag. The strength of the vortex at wingtip directly indicates the magnitude of induced drag. The pressure 



10 

 

distribution figure shows the reduction in magnitude of the tip vortex of wing. Therefore, there has to be the reduction 

of induced drag due to the presence of tubercles [17].  

VI. Conclusion 

Through literature, we noted that redesigning the leading edge with tubercles had shown significant performance 

enhancement in [ 9, 11, 12, 15]. However, the other previous researches didn't show such optimistic results [2, 5, 6, 

7]. The important factor due to difference in aerodynamic results for former & latter research is the wingtip. In the 

former cases, the wings were infinite while in later cases, the wings were semi-infinite. This clearly indicates that the 

effect of tubercles is comprehend better for three -dimensional cases. All the studies done in this paper related to the 

aerodynamic characteristics were carried out at Re >= 300,000. 

The case study of a simple NACA 2412 wing of Cessna Skyhawk remodeled with leading edge tubercles showed 

quality performance improvement. This augmentation in aerodynamics characteristics are of the same nature for both 

full spans and half-spans with no swept & taper. We have also observed that alteration of tubercle amplitude (A) and 

wavelength (λ) steers the changes in aerodynamic traits for the half-span length and full-span length wings. In both of 

the cases, the best configuration was with the smallest amplitude and certain range of wavelength. 

The hydrodynamic flow pattern was found to be intriguing and different from the conventional flow over the wing. 

The coefficient of lift was little higher when the 2D wing is compared to modified 2D airfoil conversely, the 3D 

modified wing showed high lift values (4%-6%) when compared with its conventional equivalent. But for both 2D 

and 3D wing, there was an increase in L/D ratio when its leading edge had tubercles by 2%-6%.   There was increase 

in stalling angle from α=18ᵒ to α=20ᵒ, thereby, indicating that boundary layer separation closing to the stalling angle 

was delayed. There might be increase in drag, typically at α=10ᵒ for both 2D and 3D models but they eventually 

decreased with increase in angle of attack. The consequences of tubercle on various type of drag is also being reflected. 

We found through performance calculation in Cessna that this bio-inspired technology escalates the cruise & RoC 

performance of aircraft. In other words, with this improvised technology, we do have a scope to reduce the amount of 

fuel burned to reach a certain altitude or cover a certain range, even though the amount of fuel saved is trivial.  Other 

factors which can be taken into account when working is the three-dimensional effect of the sweep and taper ratio.  It 

is believed that success of tubercles is somewhat connected to stall progression along span-wise and it ought to offer 

more benefits with swept & tapered wing having larger amounts of spanwise flow. 

The ability of tubercle technology to alter fluid flows around any curved structure thereby, delaying the boundary 

layer separation which results in increase in lift & reduction in drag at same time has found several applications in 

recent researches.  These bio-inspired flippers were found to be much useful in marine based control surfaces like 

rudders of boats, propellers, stabilizers, fans etc. Many Surfboard fin is improvised on its Leading edge like that of 

whale’s flippers and a field test shows the increase in the performance of the surfer. The Wind Energy Institute of 

Canada has developed windmill blades utilizing the Leading-Edge Tubercle and at moderate wind speeds, it appears 

to indicate better electrical output than its equivalent standard windmill. 
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II. Introduction 
The world’s highest peak, Mt. Everest, stands 8848m tall, while the current record for the highest rescue by 

use of a rotorcraft is 7010m, completed in 2010 by Daniel Aufdenblatten on Nepal’s Annapurna Summit Trek [1]. 

This leaves a zone of 1838m for which rescue by helicopter is not available to trekkers, leading to what may have 

been the otherwise preventable deaths of almost 300 trekkers on Mt. Everest alone in the past half- century [2]. 

 The challenges facing rotorcraft at these altitudes are primarily economical; while it can be analytically shown 

that a specialist rotorcraft can perform a rescue at these altitudes this rotorcraft would need to be exceedingly light 

with a powerplant comparable to a military-grade heavy lift helicopter. This excessive level of power is due to the 

power-lapse experienced by any combustion-based engine in a low-oxygen environment. This results in a poor 

fuel consumption in low-power legs of the rotorcraft’s mission profile as well as a grossly oversized powerplant 

for all mission legs but the final rescue.  

It is perceived that the excess mass associated with an excessively overpowered turboshaft engine could be 

offset by the implementation of a hybrid-electric powerplant, such that the vehicle could operate only under power 

of a justifiably sized turboshaft engine for all low-power mission legs before supplementing the maximum power 
output with an electric engine for the high-power final rescue operation, where the electric power is not sensitive 

to the low atmospheric density that plagues combustion engines at altitude. This may not only decrease the mass 

of the powerplant but also improve the fuel economy of the vehicle by allowing the turboshaft engine to operate 

at closer to its nominal state for a longer period of the mission.  

Therefore, a model was developed to perform a trade-off between a turboshaft engine and electric motor hybrid 

powerplant with the objective of minimizing powerplant and power source weight. It shall be initially sized under 

the following assumed mission profile: Take off at 1402m with 405kg payload, climb to 3780m, cruise for 135km, 

land, refuel. Takeoff at 3780m, climb to 8870m, cruise 28km, hover for 30 minutes, take on an additional 170kg 

payload to rescue the climber, cruise 28km, descent to 3780m, land, refuel. Takeoff at 3780m, cruise for 135km, 

descend to 1402m, land.  

The results of the model shall be presented alongside those for the same helicopter powered exclusively by 
means of a turboshaft engine do demonstrate any mass savings, if available. The model enables the identification 

of technologies that may further increase the mass savings generate a technology roadmap that may enable the 

development of this life- saving vehicle. 
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Fig. 1 Conceptual Rotorcraft’s Assumed Mission Profile 

III. Rotorcraft Preliminary Design 
To define the characteristics of a powerplant for purposes of performing the mission profile given as Figure I, 

the requirements of the powerplant must first be defined. This can only be accomplished by the preliminary design 

of the rotorcraft, as follows.  

The cornerstone assumption of this report is that the rotorcraft shall be of a Coaxial configuration. This 

assumption was based on a trade performed by another student team from RMIT University [3] for the 2019 VFS 

Design Contest. It was for this team that the work to follow was initially intended before expanding beyond their 

mandate.  

Matlab 2016 under student license was used in conjunction with XFoil to write an optimization program to 

determine the optimum number of rotors, rotor length, chord and airfoil via the Blade Element Method as 

described in Prouty’s 1995 Textbook Helicopter Performance,  Stability and Control [4]. This information was 
then used to infer the vehicle’s Power Requirements and mass at the point of peak power requirement, also guided 

by Prouty. The vehicle characteristics and power requirement chart are given as Table 1. and Fig. 2, respectively.  

Parameter Value 
Configuration Coaxial 

Airfoil NACA23012 

Number of Rotors 6 

Rotor Length 5.5 m  

Chord 0.27 m  

Lift to Drag Ratio 78.31 

Coaxial Correction (k) 1.28 
Thrust per blade 4710 N 

Total Thrust (T) 28,262 N 

Swept Area (A) 95 m2 

Figure of Merit (F.M.) 0.732 

Peak Power Requirement 938.6 kW 

Max Mass at Peak Power Req. 2881 kg 

Table 1. Rotorcraft Characteristics 

Note from Fig. 2 the powers required for hover are given as the y-intercepts of the chart and the optimum 

cruise velocities at altitude are the troughs of the relevant lines. These power requirements may then be used in 
conjunction with the Breguet Range and Endurance Eqns (Eqns Ia & Ib) to determine the mission’s fuel 

requirement.  

𝑅 = 𝑊𝐹𝑢𝑒𝑙

𝑉

𝑃𝑟𝑒𝑞 ∗ 𝑃𝑆𝐹𝐶
 



(2) 

(3) 

(4) 

𝐸 = 𝑊𝐹𝑢𝑒𝑙

1

𝑃𝑟𝑒𝑞 ∗ 𝑃𝑆𝐹𝐶
 

Where the Power Specific Fuel Consumption was approximated as: 

𝑃𝑆𝐹𝐶 =
1

ℎ𝑐𝑜𝑚𝑏 ∗ 𝜂𝑐𝑜𝑚𝑏 ∗ 𝜂𝑡𝑟𝑎𝑛𝑠

 

With the enthalpy of combustion of aviation fuel known to be 42,700kJ/kg, the efficiency of combustion 

capped at 0.45 and the transmission efficiency assumed to be 0.8. This gives an approximate PSFC of 

0.065MW/kg, with some variation on atmospheric properties and engine characteristics.  

Taking the most power intensive leg of the mission profile, being the second leg between refuelings and 

including the rescue operation, the mass of fuel required for each mission leg could be determined, giving the 

maximum take-off and dry mass of the rotorcraft including a 10% fuel margin and 1% allowance for fuel in lines.  

 
Parameter Value 

Maximum Take-off Mass 2946kg 
Dry mass 2130kg 

Fuel Fraction 0.277 

Table 2.  Continued Rotorcraft Characteristics 

IV. Hybridization Model Development 
Before an analysis of combined electrical and turboshaft powerplants at altitude may be performed, the Power 

Lapse of turboshaft engines at altitude shall be defined to inform the following work.  

The power lapse of a turboshaft engine is known to be directly proportional to the mass flow rate of air 

travelling through the engine’s combustion chamber [5]. That is to say: 

𝑃𝑎𝑙𝑡

𝑃𝑆𝐿

=
�̇�𝑎𝑙𝑡

�̇�𝑆𝐿

=
𝜌𝑎𝑙𝑡𝑣𝑖𝑛𝐴𝑖𝑛

𝜌𝑆𝐿𝑣𝑖𝑛𝐴𝑖𝑛

 

Where ‘vin’ denotes the intake air velocity and ‘Ain’ denotes the engine intake area. Note that the intake area 

does not change throughout the flight so these terms can be cancelled. However, the intake velocity is the sum of 

the engine’s static intake velocity and forward flight velocity which are variable on the flight condition so may 

Fig. 2.  Vehicle Characteristic Power Curves at relevant Altitudes 
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(7) 

(10) 

(11) 

not be cancelled. However, as a turboshaft’s ideal sea level power output is usually defined in the static condition, 

it can be stated that the forward cruise velocity at sea level is zero. Therefore, Eq 4. may be rewritten as: 

𝐿𝑎𝑝𝑠𝑒 =
𝑃𝑎𝑙𝑡

𝑃𝑆𝐿

=
𝜌𝑎𝑙𝑡(𝑣𝑐 + 𝑣0)

𝜌𝑆𝐿𝑣0

 

Now, an expression for the static intake velocity, i.e. the engine’s induced velocity, must be derived. Prouty 

[4] gives the definition of induced velocity as: 

𝑣0 = √
𝑇

2𝜌𝐴𝑖𝑛

 

And the static thrust as: 

𝑇 = 𝑃0

2
3⁄

(2𝜌𝐴𝑖𝑛)
1

3⁄  

The substitution of Eq 5. and Eq 6. into Eq 3. and manipulating to get the equation in terms of the Power ratio 

yields the following expression: 

𝑃𝑎𝑙𝑡

𝑃𝑆𝐿

− (
𝜌𝑎𝑙𝑡

𝜌𝑆𝐿

)

1
3⁄

(
𝑃𝑎𝑙𝑡

𝑃𝑆𝐿

)

2
3⁄

=
𝑣𝑐(2𝜌𝑆𝐿𝐴𝑖𝑛)

1
3 ⁄

𝑃
𝑆𝐿

1
3⁄

 

As expected, when the cruise velocity of the aircraft is zero, (i.e. hover condition) Eq 8. can be simplified to: 

𝑃𝑎𝑙𝑡

𝑃𝑆𝐿

=
𝜌𝑎𝑙𝑡

𝜌𝑆𝐿

 

However, when the cruise velocity is non-zero the expression is not straight forward and requires a numerical 

solution to solve. Doing so however yields the adjusted Sea Level Power requirements to meet the power demands 

at altitude, given in Table 3 where the power requirements are taken from Figure 2: 

Mission Stage Power Requirement  Lapse Adjusted SL Power  

259km/hr cruise at 3780m 1206 kW 2.556 471.8 kW 

2 min Hover at 3780m 741.3 kW 0.684 1083.8 kW 

Ascent from 3780m to 8870m 840.0 kW 0.519 1618.5 kW 

28km Cruise at 8870m 539.1 kW 1.553 347.1 kW 

30 min Hover at 8870m 938.6 kW 0.387 2425.3 kW 

Table 3. – Lapsed Power Requirements 

It can now be seen that when the power requirements are adjusted relative to the equivalent power output at 

Sea Level, the engine power necessary to hover at 8870m is by far the greatest requirement of the mission profile 
when completed by a turboshaft engine powerplant.   

Now the development of the Hybridization model shall begin in earnest. Note at this stage that the assumed 

configuration of powerplant is given as Figure 3.  

Energy sources alternative to Lithium Ion Batteries were considered when deciding upon this powerplant, 

specifically being Diesel Propulsion Units (DPUs) and Hydrogen-Oxygen Fuel Cells. The metric for comparison 

was the Specific Energy of the energy sources, given for DPUs as Eq 10 and Fuel Cells as Eq 11 [6, 7]. 

𝐸𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 =
𝜂𝑐𝑜𝑚𝑏ℎ𝑑𝑖𝑒𝑠𝑒𝑙

𝑚𝑓𝑢𝑒𝑙 + 𝑚𝐷𝑃𝑈

 

 

• ηcomb = efficiency of combustion 

• hdiesel = enthalpy of combustion for diesel 

• mfuel = mass of fuel 

• mDPU = mass of Diesel Propulsion Unit 

𝐸𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 =
3661𝜂𝜇

3661𝜂𝜇(𝑉𝑖𝐴𝑡𝑑)−1 + 83.3𝑅𝑇 + 𝜇
 

 

• td = discharge time (s) 

• R = Ideal Gas Constant 

• T = Temperature (K) 

• μ = Fuel Tank Figure of Merit (FOM) 

• η = Fuel Cell Efficiency 

• A = Area density of Cell Stack (m2/kg) 

• Vi = Output Voltage (V) 



 

Fig 3. – Hybrid Powerplant Configuration 

Figure 5. – Specific Energy against Discharge Time 

Figures 7. 1.2a and 7.1.2b – DPU Performance over long- and relevant-time frames 
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The results of the evaluation of Eqns 10 and 11 are given as Figures 4 and 5. Note at this stage that the specific 

energy of a state-of-the-art Li-Ion Battery is 500Whr/kg, equivalent to 1800kJ/kg [8]. The specific energies of 

both DPUs and Fuel Cells are dependent on their operational duration, which can be interpreted as the high specific 

energy of fuel outweighing the initial mass investment of the power generation infrastructure as more fuel is added 

to enable a longer generation period. However, both means of power generation have specific energies inferior to 
Li-Ion Batteries at operation durations in the order of 100

 to 101 hours, the operational duration of interest. 

Therefore, it can be stated that the configuration depicted in Figure 3 is the most economical in terms of mass.  

Now that the configuration has been confirmed, the model may be developed. The model was developed to 

estimate the overall mass of the powerplant in Figure 3. as a function of the power and energy supplied by each 

means of mechanical power generation. Overall, the model is based upon the following equations: 

𝑃𝑟𝑒𝑞 = 𝐴 ∗ 𝑃𝑇 + 𝐵 ∗ 𝑃𝐸  

𝐸𝑟𝑒𝑞 = 𝐶 ∗ 𝐸𝑓 + 𝐷 ∗ 𝐸𝐵  

Such that: 

𝐴 + 𝐵 = 1 = 𝐶 + 𝐷 

𝐴, 𝐵, 𝐶, 𝐷 ≤ 1 

Where: 

• Preq = Total Power Required 

• PT = Power supplied by turboshaft 

• PE = Power supplied by electric motor 

• Ereq = Total energy required  

• Ef = Energy available from the fuel 

• EB = Energy available from the batteries 

Furthermore, as: 

𝐸𝑟𝑒𝑞 = 𝑃𝑟𝑒𝑞 ∗ 𝑡 

Where ‘t’ is the operational duration, it may be demonstrated that: 

𝐴 = 𝐶, 𝐵 = 𝐷 

This model shall be developed using the design case of a 30-minute hover at 8870m altitude requiring 939kW 

of Power. Now that the fundamental characteristic equations of the power plant have been defined, it is necessary 

to convert them into mass, as this is the metric that shall be used to determine its suitability over a turboshaft only 
configuration 

The mass of the overall power plant may be described as: 

𝑚𝑃𝑃 = 𝑚𝑇 + 𝑚𝐹 + 𝑚𝐹𝑇 + 𝑚𝐸𝑀 + 𝑚𝐵 
Where: 

• mPP = Total mass of the power plant 

• mT = Mass of the turbine 

• mF = Mass of the on-board fuel 

• mFT = Mass of the fuel tank 

• mEM = Mass of the electric motor 

• mB = Mass of the batteries 

To proceed, each of the above terms must be described in terms of Eqns 12a and 12b. This shall be done in 

the order that they appear.  

The mass of the turbine may be approximated as: 

𝑚𝑇 = 𝐴𝑃𝑟𝑒𝑞

𝑚𝑇

𝑃𝑟𝑒𝑞

1

𝐿𝑎𝑝𝑠𝑒
= 𝐴 ∗

𝑃𝑟𝑒𝑞

𝑃2𝑊𝑇 ∗ 𝐿𝑎𝑝𝑠𝑒
 

Where ‘P2WT’ is the Power to Weight ratio, also the Specific Power, of the turbine in question. Note that all 

the terms in Equation 9.1.5. can be defined, as the Power to Weight Ratio is known from Appendix Item X to be 

between 2285W/kg and 6540W/kg, depending on the turboshaft. For this exercise, the Power to Weight Ratio of 
the Safran Engines MTR390-2C shall be used, giving a value of 6530W/kg. The Lapse Rate as it varies with flight 

speed and altitude is defined previously., and the Power Requirement is known from Figure 2. 

The mass of fuel required to perform what was determined to be the two ascension legs (therefore the most 

energy intensive) of the mission as calculated from Eqns 1 and 2 and is given in Table 4. 



(17) 

(18) 

(21) 

(19) 

(20) 

Mission Stage Leg Fuel Req  
2 min Hover at 3780m 5 9.42 kg 

Ascent from 3780m to 8870m 6 94.55 kg 
28km Cruise at 8870m 7 36.16 kg 

30 min Hover at 8870m 8 171.22 kg 

28km Cruise at 8870m 9 36.16 kg 

2 min hover at 3780m 10 9.42 kg 

Total  356.93 kg 

Table 4 – fuel requirement over mission 

Note however that it cannot be stated that the Mass of the Fuel as it appears in Equation 15. cannot be defined 

as the total fuel masses shown in Table 4. Consider the profile: The time of interest begins at Leg 8, therefore the 

fuel associated with Legs 5-7 will have been consumed before the point of analysis so must be neglected. 

Furthermore, it is assumed that the batteries will be depleted when the 30-minute hover has concluded, so the fuel 
mass for Legs 9 and 10 must not vary with the turbine power requirement. Lastly, according to Equation 12b, the 

fuel mass associated with Leg 8 must vary with turbine power requirement. Therefore, the mass of the fuel may 

be expressed as: 

𝑚𝐹 = 𝑚𝐿9 + 𝑚𝐿10 + 𝐴 ∗ 𝑚𝐿8 

The mass of the fuel is now defined. 

The mass of the tank may be geometrically approximated to be: 

𝑚𝐹𝑇 = 4𝜋𝜌𝐴𝑙𝑡𝑡𝑎𝑛𝑘 (
3𝑚𝐹𝑇

4𝜋𝜌𝐹

)

2
3
 

Where ‘mFT’ is the larger total mass of fuel between refueling. The mass of the fuel tank must be able to 

accommodate the total fuel required by the mission profile: 

𝑚𝐹𝑇1 = 𝑚𝐿5 + 𝑚𝐿6 + 𝑚𝐿7 + 𝐴 ∗ 𝑚𝐿8 + 𝑚𝐿9 + 𝑚𝐿10 

The mass of the fuel tank is now defined.  

By method similar to the turbine mass, the mass of the electric engine may be characterized as: 

𝑚𝐸𝑀 = 𝐵 ∗ 𝑃𝑟𝑒𝑞

𝑚𝐸𝑀

𝑃𝑟𝑒𝑞

= 𝐵 ∗
𝑃𝑟𝑒𝑞

𝑃2𝑊𝐸𝑀

 

The Power-to-Weight Ratio of the Electric Engine was taken to be 5200W/kg inline with the characteristics 

reported by both Siemens/Airbus in Europe and Magnix in the U.S.A., both developing engines of this ilk and 

report them to be at TRL 7 and 6 respectively [9-11]. 

Lastly, the mass of the batteries may be defined as: 

𝑚𝐵 = 𝐵 ∗
𝐸𝑅𝑒𝑞

0.72 ∗ 𝑆𝐸𝐵

 

Where ‘SEB’ is the Specific Energy of Li-Ion Batteries, given as 1800kJ/kg previously and the factor of 0.72 

accounts for a 10% fuel margin and the tendency of Li-Ion Battery Power Output to drop rapidly when below 

20% of its capacity [12].  
All variables in Eq 15. have now been defined, and the complete model is gained by the substitution of Eqns 

16 – 21 into Equation 15.  

V. Results 
The plotting of the total mass of the powerplant against variable ‘A’ as they appear in Eqns 12-15 yields the 

chart given as Figure 6. 



 

VI. Discussion 
It can be seen from Figure 6 that the minimum mass is achieved at A=1, indicating that the minimum possible 

mass is achieved when all power is met by a turboshaft-only powerplant. Therefore, it can be stated that for the 

input parameters used there is no hybrid configuration that generates a net mass saving at the current level of 

technology.  

However, a closer look at Figure 6 shows that, as expected, the mass of the Electric Engine is far lower than 

that of the Turboshaft Engine. Therefore, mass savings are available here as expected. Unfortunately, the mass of 

the batteries washes these savings away and then some, resulting in the overall failing of the hybrid configuration. 

This begs the question; what if batteries were lighter?  

To answer this question, the model was iterated with increasing Battery Specific Energy and instructed to 

cease when a net mass saving has been found. The results of this endeavor are given as Figure 7.  
It can be seen from this figure that modest mass savings, approximately 24.5kg, become available if 

approximately 33% of the power required during the hover/rescue at 8870m leg of the mission is provided by an 

electric engine when the electrical energy storage specific energy is 2980kJ/kg. This represents an increase of 

66% over the current achievable specific energy of 1800kJ/kg in Li-Ion Batteries. 

This power plant is barely capable of meeting all power requirements met throughout the mission with the 

turboshaft alone except for the 8870m hover condition, where the difference is made up by the electric motor. The 

electric motor is then supplied by the batteries with sufficient energy to operate for 30 minutes at the required 

power output.  This allows for mass savings of 24.5kg off what otherwise would have been a 674.7kg power plant, 

or 3.6% of the total mass, giving a total mass of 650.2kg. This may not seem like much, but will also lead to 

savings in fuel consumption in other legs of the mission due to the more appropriate size of the turboshaft 

engine(s), as they need to operate at extremely low powers relative to their design condition less often. This will 

serve to decrease the running costs of the vehicle over its lifetime. However, operating costs were not given as a 
primary customer requirement and so will not be analysed in detail for this exercise. The specifications of the 

power plant are given in Table 5: 

 

Fig 6. – Mass of a Hybrid Rotorcraft Powerplant 



Component  Characteristic 

Turboshaft Mass 248kg 

Max. Fuel Mass 284kg 

Fuel Tank Mass 24kg 
Electric Motor Mass 61kg 

Li-Ion Battery Mass 190kg 

Maximum Powerplant Mass 807kg 

SL Turboshaft Power Output 1619 kW 

Electric Motor Power Output 314 kW 

Table 5. – Powerplant Characteristics 

However, it is expected that the 24.5kg of savings shall be consumed by increased transmission architecture. 

Furthermore, for this result to be valid it is necessary that Li-Ion Battery Technology improve such that their 

Specific Energy increases from the current value of 1800kJ/kg to 2980kJ/kg, an increase of 66%. Furthermore, 
increases in Li-Ion energy storage or alternative technologies to the same end beyond this identified minimum 

point shall lead to further mass savings in the described configuration of Hybrid-Electric Power Plant.  

VII. Conclusion 
This report has seen the conceptual sizing of a hybrid-electrical powerplant for a high-altitude mountain rescue 

helicopter. Using the given mission profile (Appendix Item I) and the first principles of helicopter design given 

in Prouty’s [4] ‘Helicopter Stability, Performance and Control’, an upper limit for the vehicles dry mass (2881kg) 

and the vehicle’s spectrum of power requirements (Figure 4.4.1) was defined. 

This power spectrum was then compared against the vehicle’s thrust lapse rate with altitude in order to 

determine the peak power requirement of the vehicle in the given mission profile, found to be 2425.3kW at the 

8870m hover condition. 

This was used to inform a model was developed to express the mass of a hybrid-electric powerplant suitable 

for the 30-minute hover at 8870m mission period only, where it was assumed that the batteries would be depleted 

thereafter. Logic then dictated the addition of the requirement that the turboshaft engine be suitably large to 

Fig 7. – Minimum Characteristic Hybrid Mass Chart for a mass saving 



perform all other mission phases without assistance from the electric engine. The model was then developed to 

return the mass of a hybrid powerplant for known specific energies, specific powers power requirement and flight 

condition where the total mass was given by the summation of a variably sized turboshaft powerplant and a 

sufficiently sized electric powerplant to make the up the power deficit. Plotting this mass over the power-fraction 

made up by the turboshaft engine was hoped to return a trough, indicating a minimum mass of a hybrid 
configuration. Instead, the minimum was shown to be at the point where 100% of the power is generated by the 

turboshaft (Figure 6), indicating that at current levels of technology there is no hybrid configuration that will 

outperform a pure turboshaft powerplant.  

Some analysis of the returned data showed that the driver of the electric powerplant’s failings were still the 

low Specific Energy of the Li-Ion Batteries compared to aviation fuel; therefore the model was iterated with 

increasing battery specific energy in the attempt to determine the minimum Li-Ion Battery Specific Energy at 

which hybridization becomes economical. This exercise was successful in determining that the Specific Energy 

of Li-Ion Batteries or comparable energy source needs to increase by 66% to 2980kJ/kg (Figure 7). This would 

result in a modest 24.5kg mass saving but increases from there as battery technology further improves.  

However, In order to reliably identify the point at which batteries will sufficiently improve to make 

hybridization of a powerplant to perform the given mission profile viable, it is necessary to quantify all mass 

advantages and penalties incurred by the hybridization process. The penalty, if indeed one does exist, associated 
with excess transmission architecture was not reliably quantified. It is recommended that this be analyzed in more 

detail in further research.  

Furthermore, the developed model likely over penalizes the electrical propulsion system by not accounting for 

the offset in fuel consumption and, therefore, mass that its presence generates. That is to say, by eliminating a 

higher power requirement on the turboshaft at the highest altitude, the turboshaft will be able to operate at closer 

to its nominal power output at the lower altitude components of the flight, reducing the PSFC of the engine in 

these operating regimes. This effect was not captured in this method and its quantification could be the subject of 

further work.  
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This year, NASA has sent Mars helicopter “Ingenuity” to the Mars. It uses coaxial rotors to fly on 

Mars. The Mars exploration UAV performs missions such as measuring from the sky and assisting 

the course of the rover by flying. It is also expected to conduct exploration in places where the rover 

cannot enter, such as vertical holes. In UAV of the helicopter type, there are single rotors, tandem 

rotors, intermeshing rotors, coaxial rotors. In the coaxial rotors type, rotors of the same size but in 

different rotation directions rotate coaxially. In the intermeshing rotors type, the two rotors rotate in 

opposite directions with two rotors crossing each other. In this study, we consider which rotor types 

are most suitable for Mars UAV. In addition, the size of Mars UAV is one of the important elements 

when loading it onto rocket. The tandem rotors are excluded in this section because they are 

structurally difficult to miniaturize as a Mars UAV. Flight efficiency and weight are important factors 

when flying in the harsh atmospheric environment of Mars.  

I. Nomenclature 

F = aerodynamic lift, N 

W = watt = power, W 

w = aerodynamic lift per system weight 

m = system weight, kg 

η = Flight efficiency = F/W  
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II. Introduction 

 Research on Mars exploration UAVs represented by Mars helicopter “Ingenuity” (NASA) is being 

conducted all over the world. Coaxial rotors and multi rotors are attracting attention as types of rotor types. 

In this Study, we have focused on single rotor type, coaxial rotors type and intermeshing rotors type aside 

from multi rotors type. We have conducted basic lift measurement experiment and CFD analysis in order 

to clarify the characteristics of each rotor type. We defined each factors as follows. 

 

η=F/W 

w=F/m 

 

At first, we have conducted preliminary experiments comparing coaxial rotor model with single rotor model. 

The comparison was lift per number of rotations. For the comparison experiment, we have used simple 

experimental equipment that is capable of measuring rotor speed and aerodynamic lift. Also, when it comes 

to test coaxial rotor, it can control anti-torque and measure interval between rotors. Two motors with an 

output of 150w are installed in this experimental equipment so that they are less affected by downwash 

effect. In the first test, we have used rotor that is designated for this motor. As a result, it was found that 

there was almost no difference in aerodynamic lift between coaxial rotor and single rotor at low rotation 

speeds (1000 to 3000rpm). Considering this result, it can be said that at least under these conditions, single 

rotor is superior in both η and w. At maximum output rotation speeds (6000 rpm), the coaxial rotor had 

aerodynamic lift of about 1.6 times that of the single rotor. As a conclusion for all these experiment results, 

coaxial rotor does not show excellent efficiency, especially at low speeds. It should be noted that the 

Atmospheric conditions of Mars and Earth is quite different, but in this study, we decided to conduct basic 

experiments under the Earth atmospheric condition as being applicable to the Mars atmospheric condition 

in the future. Flight conditions on Mars is harsh. Also it is desirable to be able to fly for a long time for 

exploration on Mars. Therefore, it is meaningful to study the rotor types for Mars UAV. In addition, the 

results of this study can be used to UAVs on Earth. 

 

 

 

 

 

 

 

 

 

 



III. Experiment 

1) Experiment equipment 

We made experiment equipment “Fig.1”,”Fig.2” and conducted basic lift measurement experiment. In 

order to reproduce the situation during flight, this equipment has free yaw axis direction and rotates due 

to the reaction of the rotor. Also to exclude the influence of the ground effect, we made the equipment 

produces lift power in the downward direction as showed in “Fig.1”. 

Fig. 1 Outline of experimental equipment 

 Fig. 2 Whole experimental equipment 



 Each rotor speed, power consumption, and lift power can be measured. Using this experiment 

equipment, we have tested three rotor type models, single rotor model, coaxial rotors model, and 

intermeshing rotors model in the same condition (Fig.3).  

Fig. 3 Coaxial rotors model (left) and Intermeshing rotors model (right) 

 In this experiment, it was necessary to prevent the rotation of the yaw axis in each model, so a 

rotation suppression method was devised for each model. When experimenting single rotor model, 

we fixed yaw axis direction. When experimenting coaxial rotors model, we adjusted the elevation 

angles of two rotor blades to a deference of two degrees. When experimenting intermeshing rotors 

model, the rotors were rotated in opposite directions.  

2) Experiment and consideration on rotor blade elevation angle and lift power 

We have attached single rotor model, coaxial rotors model, and intermeshing rotors model to 

the experimental equipment, and measured lift power by changing rotor blade elevation angle 

from 0deg to 22deg. In this experiment, we set up revolution number to be constant for all models. 

The conditions are shown in “Table1”. 

   

 

 

 

 

Table1 Experiment condition 

Temperature 28 ℃ 

Rotor speed 2000 rpm 

Blade length 120 mm 

Radius of rotation 155 mm 

Chord length 30 mm 

Blade airfoil NACA0006 



 

Fig. 4 Relationship between blade elevation angle and lift power for each model 

 

From this result, it was found that in the case of models with two rotors, intermeshing rotors 

model can generate more lift power in the same rotation speed. 

 

3) Experiment and consideration on rotor blade rotation speed and lift power 

 For all models, we set up the blade elevation angle to 16 degrees and measured lift power respect 

to rotation speed. The result is shown in “Fig.5”. 

 

Fig. 5 Relationship between blade rotation speed and lift power 

From this result, in the low rotation speed range,(less than 1500 rpm), there is almost no difference 

between the coaxial rotors model and intermeshing rotors model, but in the high rotation speed 

range (1500 rpm or more), the intermeshing rotors model produces larger lift power. Also from 

this result, the coaxial rotors model requires higher rotation to generate the same lift power than 

intermeshing rotors model. For rotorcraft where blade tip speed is important, the intermeshing 



rotors model which can reduce the rotor speed for same lift power, is considered to be a great 

advantage in harsh flight conditions like Mars UAV.  

 

 

4) Consideration on the relationship between system weight (m) and lift power 

Rotors and batteries make up a large proportion of UAV aircraft weight. In this study, we mainly 

focused on the motor, battery and its peripherals. We considered the lift power generated with 

respect to the system weight. The results are shown in “Table2, Table3”. 

 

 

 

 

 

 

 

 

 

 

 

 

From this result, it is shown that the intermeshing rotors type can obtain the most lift power per 

system weight at least in this experiment. Also it is considered that the weight of the payload can 

be increased using intermeshing rotors model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table2  

Rotor type System weight (m) 

Single 271 

Intermeshing 342 

Coaxial 342 

Table3  

Rotor type w (F/m) 

Single 0.442 

Intermeshing 0.555 

Coaxial 0.497 



5) Experiment and consideration on energy efficiency 

Next, we investigated the relationship between power consumption and lift power. Although the 

power and power consumption for obtaining lift power are different, it is possible to compare them 

because the same motor is used in all models in this experiment. The result is shown in “Fig.6”. 

Fig. 6 Relationship between rotor speed and efficiency 

This result shows that the models with two rotors was inferior to the single rotor model. Also it 

shows that intermeshing rotors model is inferior to coaxal rotors model.  

  

IV. CFD analysis review 

So far, we have assessed three models by actually conducting experiments. In addition, CFD analysis 

by SolidWorks 2019 Flow Simulation was performed to confirm the correctness of the experiment. The 

result of CFD analysis and experiment on single rotor model is shown in “Fig.7” 

Fig. 7 Relationship between rotor speed and efficiency 



As can be seen from “Fig.7”, the experimentally measured values are slightly lower than the CFD result, 

but they show almost the same behavior. 

We also conducted CFD analysis “Fig.8” of the coaxal rotors model under exactly the same conditions 

as in the experiment. 

Fig. 8 Pressure distribution and airflow on coaxial rotors model viewed from side 

From “Fig.8”, it can be seen that the airflows between rotor interfere with each other, especially near 

the tip of the blade. This is considered to be case of lowering η. Regarding the intermeshing rotors model, 

there were few precedents that could be used as a reference, and CFD analysis could not be performed. In 

the future, it will be necessary to develop a method for performing CFD analysis on intermeshing rotors 

model. 

 

V. Conclusion 

In this study we have investigated the single rotor type, coaxial rotors type and intermeshing rotors type 

in multiple items. All the results are briefly shown in “Table4”. They are ranked with number. “1” is the 

best performance and “3” is the lowest. 

   

Table4  review of all the results 

item/rotor type single coaxial intermeshing 

rotor blade elevation angle and lift power 3 2 1 

rotation speed and lift power 3 2 1 

system weight (m) and lift power 2 3 1 

power consumption and lift power (η) 1 2 3 

 



Through this study, it was found that each method has its advantages and disadvantages. In particular, 

it can be seen that the intermeshing rotors type has good performance in items other than the relationship 

between power consumption and lift power (η). This suggests the possibility of using the intermeshing 

rotors aside from coaxial rotors type used by the current Mars exploration UAV “Ingenuity” (NASA). For 

example, when the performance of the battery is dramatically improved in the future, or when the payload 

weight is more important than energy efficiency, the advantages of the intermeshing rotors type can be 

utilized to many extent. In addition, the intermeshing rotors type has very few prior examples and adoption 

examples. Therefore, there are still plurality of factors that can be considered for intermeshing rotors type. 

Such as angle formed by rotor shafts and appropriate distance between the two rotors. We will continue to 

study these elements in the future.   
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The Effect of Riblets on Trailing Edge Noise

E. R. Wotherspoon∗

The University of New South Wales, Sydney NSW 2052, Australia

The effect of riblets on turbulence passing the trailing edge of an airfoil was investigated,
with the aim to see if a drag reduction and a noise reduction can be achieved simultaneously
with one passive technology. The riblet geometry tested was optimised for drag reduction
yielding a predicted drag reduction of 8%. The riblet film was applied to a NACA0018 airfoil
and tested in a wind tunnel at a Reynolds number of 160,000 for angles of attack ranging
from 0 to 10 degrees. Two measurements were taken; the total drag force using a load cell,
and unsteady wall pressure measurements near the trailing edge using the remote microphone
technique. The aerodynamic force measurements yielded a drag reduction of 8% at an angle
of attack of 0 degrees, verifying the riblet optimisation. The respective wall pressure spectra
demonstrated a maximum sound pressure level (SPL) reduction on the order of 10 dB for mid
range frequencies at 1kHz, a smaller SPL reduction of 2 dB at lower frequencies (< 300 Hz),
and a slight increase of 1.5 dB at higher frequencies (> 3 kHz). Therefore, the mechanism
of drag reduction by riblets alters the flow regime to reduce low-mid range surface pressure
sound levels near the trailing edge.

I. Introduction

Riblets are a biomimetic drag reducing passive technology, inspired by shark skin. Fast swimming sharks have tiny
scales covering their skin, known as dermal denticles, which are micro-structures aligned in the direction of fluid

flow [1]. Riblets are artificially manufactured to resemble dermal denticals, however modified as continuous streamwise
micro-structures with constant cross sectional profiles, instead of scales. They are known to reduce skin friction by
altering the flow structures in the turbulent boundary layer [2]. A simplified depiction of how two common riblet cross
sectional profiles; triangular and blade like, alter vortices is shown in Fig. 1 [3].

Fig. 1 Conventional riblet geometry and commonly proposed drag reduction mechanism [3]

Drag reducing riblets have been investigated for various areas including road transport vehicles, marine applications
like ship hulls, aircraft and even Olympic swimsuits [2]. Relatively large drag reductions, on the order of 10% have
been proven possible for certain riblet designs using wind tunnel testing and modelling [2]. The fabrication of riblets is
predominately driven by commercial aerospace, where the technology has the potential to significantly improve the fuel
efficiency of aircraft.

Another area important to commercial aerospace is aeroacoustics. The trailing edge of an airfoil is the dominant
source for self noise production [4] and many passive noise reduction technologies have been developed. Finlets and
serrations are both biomimetic technologies taken from the aeroacoustic properties of an owl’s wing [5, 6]. Finlets
and serrations have been proven to reduce turbulent boundary layer trailing edge noise, through altering the turbulent
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boundary layer flow structures [5, 6]. However, in both cases the reduction in noise is accompanied by an increase in
drag. Thus for applications on aircraft, finlets and serrations will increase fuel consumption.

Therefore, the effect of riblets on trailing edge noise is an area to investigate, to understand if the mechanism of drag
reduction by riblets has an effect on trailing edge noise. The scope of this paper is to understand the effect of riblets on
boundary layer turbulence passing the trailing edge. This research is motivated by the practical application of riblets to
aircraft in order to improve fuel efficiency and reduce noise pollution.

II. Methodology
Two experimental campaigns were taken in the AF1125 Bench Top Wind Tunnel at the University of New South

Wales, to understand the effect of drag reducing riblets on the trailing edge noise of a NACA0018 airfoil; the lift and
drag force and unsteady wall pressure. Amiet [7] proposed an empirical model for the far field sound produced by
turbulent flow passing the trailing edge, where the input is the ‘convecting surface pressure spectrum upstream of the
trailing edge’ [7]. The far field noise ‘is regarded as generated almost totally by the induced surface dipoles near the
trailing edge’ [7]. Therefore, the unsteady wall pressure measurements demonstrate the source of the far field sound and
it can be expected that a reduction in the unsteady wall pressure will be seen in the far field noise. Additionally, the wall
pressure spectra provide insight into how the riblets altered the turbulent boundary layer structures to reduce drag, and
how that translates to trailing edge noise reduction.

The AF1125 Bench Top wind tunnel is open return suction type with a closed working section. Air is directed
into a settling chamber and then enters the tunnel through an effuser. This accelerates the air in a linear manner into
the working section. The air is moved back to the atmosphere through a diffuser and variable speed axial fan with an
exhaust duct [8]. The tunnel has a square cross section of 125 mm x 125 mm and is 350 mm long with a maximum
freestream velocity of 36 m/s [8].

The following sections will describe the methodology; Section A will describe the test models used and the test
conditions, Section B will present the riblet geometry and optimisation by resolvent analysis. Section C describes the
aerodynamic force measurement instrumentation and Section D the remote microphone technique which was used to
measure the unsteady wall pressure.

A. Test Models
The airfoil used was a NACA0018, Fig. 2(a) shows the model mounted in the wind tunnel with the riblet film

applied and labeled pinholes and Fig. 2(b) shows the isometric CAD view with hidden edges. The chord was 69 mm
with a span of 121 mm in order to simulate 2D flow. The airfoil was tripped on the pressure side and suction side at 10%
chord using turbulator tape. Surface treatments were applied on the pressure side and suction side; one airfoil with a
smooth surface treatment and the other with riblet film. In Fig. 2(b) the grey area defines the area with the surface
treatment. The film was applied at 6% chord up to 85.5% chord, leaving the trailing edge untreated. Three pinholes
were on the suction side, located 0.06 mm downstream of the surface treatments in an ‘L’ shape configuration. PVC
tubing was inserted into the pinholes with an outer diameter of 1.2 mm and inner diameter of 0.8 mm, yielding an
effective pinhole diameter of 0.8 mm.

Fig. 2 NACA0018 Model (a) Side view of model mounted in the wind tunnel with the riblet film, (b) Isometric
CAD view with hidden edges

2



The lift and drag measurements were performed at a chord Reynolds number of 160,000 for angles of attack of 0, 2,
4, 6, 8, 10 degrees. The pressure spectra were measured at the same Reynolds number however for angles of attack of 0
and 2 degrees.

B. Riblet Optimisation
The optimisation of riblet geometry is dependent on the thickness of the turbulent boundary layer and the width of the

streamwise vorticies [1]. Riblet geometry is commonly referred to in non dimensional wall units, non dimentsionalised
by the shear velocity and the kinematic viscoisty of the fluid; Eq. (1) is the non dimensional height, Eq. (2) is the non
dimensional spacing and Eq. (3) is the non dimensional thickness.

ℎ+ =
ℎDg

a
(1)

B+ =
BDg

a
(2)

C+ =
CDg

a
(3)

It is known that if the riblet height protrudes out of the buffer layer into high velocity flow, drag is increased [1, 2]. If
the spacing is larger than the streamwise vortices drag is also increased [1]. Therefore, riblet optimisation is a function
of the flow regime.

Optimisation was performed via resolvent analysis which was developed by Chavarin and Luhar [9]. This form
of CFD interprets the Navier-Stokes equations as a forcing-response system [9]. A pressure and velocity response is
generated by interpreting the nonlinear convective term as a feedback forcing on the remaining linear terms. The velocity
and pressure modes are amplified by a ‘gain-based decomposition of the linear forcing-response transfer function’ [9].
This generates the key components of the turbulent flow field. The effect of riblets is simulated using a ‘linear spatially
varying body force’ [9] which is added to the governing equations. The performance metric for riblet profiles is the gain
mode identified from the governing equations. It has been shown that drag decreases linearly with increasing riblet size
in the viscous regime, which is consistent with a monotonic decrease in gain [9]. Therefore to minimise drag, the gain
must also be minimised which is obtained through a series of iterations.

To simulate the turbulent flow regime the Friction Reynolds number, Eq. (4) was used as the input for resolvent
analysis.

'4g =
DgXG

a
(4)

The Friction Reynolds number is a function of the shear velocity Dg , local boundary layer thickness XG and kinematic
viscosity a of the working fluid. To obtain the Friction Reynolds number multiple calculations were necessary. Firstly,
the wall shear stress was estimated using the local skin friction coefficient for turbulent flow, Eq. (5). Since the focus of
this paper is the trailing edge of the test model, the local location was G = 0.06 m.

� 5 ,G =
0.059
'4G

0.2 (5)

This was then used to calculate the shear velocity, Eq. (6).

Dg =

√
gF

d
(6)

where gF is the wall shear stress and d is the fluid density. The local boundary layer thickness for turbulent flow was
then calculated for the trailing edge of the test model using Eq. (7).

XG =
0.385G
'4G

0.2 (7)

These calculations yielded a Friction Reynolds number of '4g = 272. The resolvent analysis optimised the geometry
to be ℎ+ = 16, a base thickness of C+ = 1.13 and B+ = 17.72. Figure 3(a) demonstrates the initial and optimised profile
generated by resolvent analysis, where the profile outlined in red is the optimised geometry. Figure 3(b) shows the
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time step iterative process to minimise the gain to a final value of 0.712. However, since the riblet height behaves as a
monotonically decreasing function, the predictions favor taller riblets over shorter riblets. Therefore the riblet height
manufactured and tested was ℎ+ = 10, to ensure the riblet is within the viscous regime.

Fig. 3 Optimised blade riblets: (a) Riblet profile in wall units, (b) Gain iterations

The riblet film was then manufactured at MicroTau Pty. Ltd, Fig. 4(a) depicts a microscope image of the riblet cross
sectional profile and Fig. 4(b) shows a microscope image of a top down view of the riblet film. The average measured
height was 78 `m, with a base width of 26 `m and a spacing of 140 `m. These values in wall units are; ℎ+ = 9.8,
C+ = 3.2 and B+ = 17.4. The height and spacing are thus equivalent to the optimised values, however the thickness of the
riblet was larger to ensure durability of the micro-structures.

Fig. 4 Blade riblet film; (a) Microscope image taken of a mould of the cross sectional profile using a 10x
objective lens, (b) Top down view of the riblet film using a microscope with 5x objective lens.

Dean and Bushan [1] generated performance curves for different riblet geometries for flow over a flat plate. Figure 5
demonstrates the performance curve for blade riblets and it can be seen that for a geometry of ℎ+ = 9.8 and B+ = 17.4,
the predicted drag reduction is approximately 8%. Since the geometry is specified in wall units which are non
dimensionalized by the flow regime, the performance curve can be extrapolated to other flow conditions.

C. Aerodynamic Force Measurements
The lift and drag force was measured with a two component balance. The resolution of the two component balance

was 0.1 N with noticeable fluctuations at 0.01 N thus restricting the accuracy. The balance was connected to a control
box which measured the applied aerodynamic forces during the experiment. The angle of attack was varied via the
mount and a protractor.

D. Remote Microphone Technique
The unsteady wall pressure was measured using the remote microphone technique described by Awasthi et al. [10].

A flexible tubing approximately 100 mm long with an inside diameter of 0.8 mm was inserted into the pinholes on the
model and connected to the microphone housing [10]. The housing had a 3 m long anechoic termination tube. This
minimised surface pressure reflections back to the housing. The microphone was a GRAS 1/4 inch type 40PH, with a flat
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Fig. 5 (a) Blade riblet dimensions and drag-reduction dependence, (b) Schematic of blade riblet geometry [1]

response of ±1 dB and a frequency up to 12 kHz [10]. This method requires calibration to ensure the pressure measured
by the remote microphone is indeed the pressure at the surface, Fig. 6 depicts a CAD schematic of the experimental
setup for the remote microphone calibration. This was done by mounting a reference microphone perpendicular to a
speaker in an anechoic housing, over the pinholes on the model. The reference microphone was the same model as the
remote microphone and both were exposed to the same white noise voltage signal from the speaker. The response of
both microphones was measured and the calibration found by calculating the remote microphone transfer function, Eq.
(8) [10].

Fig. 6 CAD schematic of remote microphone calibration with labels

�20; ( 5 ) =
q ((" )('4 5

q ((')
(8)

where 5 is the frequency in Hz, ('4 5 is the reference microphone sensitivity in V/Pa, q ((" ) is the cross spectrum
between the input voltage signal to the speaker and the remote microphone and q ((') is the cross spectrum between the
input voltage signal to the speaker and the reference microphone [10].

III. Results and Discussion
Section A presents and discusses the lift and drag results and Section C the airfoil wall pressure spectra measurements.
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A. Lift and Drag Results
The lift and drag measurements were repeated a minimum of four times for each test case to ensure repeatability.

The lift and drag coefficients were calculated using the 2D lift and drag equations, Eq. (9) and Eq. (10), respectively
using the forces provided by the load cell.

�! =
2!
d+22

(9)

�� =
2�
d+22

(10)

where ! is the lift force in N, � is the drag force in N, + is the freestream velocity and 2 is the chord length. An analysis
of variance table was generated to visualise and filter out any outliers. Figure 7 presents the coefficient of drag data
against angle of attack (U) for the smooth airfoil and the airfoil with riblet film with standard error bars, compared to 2D
XFOIL simulations. The XFOIL simulations were done at the test case chord Reynolds number with a forced transition
point at G/2 = 0.1 on both the top and bottom surface, an #2A8C value of 9 and a Mach number of 0.

Fig. 7 Drag polar for smooth and riblet film measurements with standard error bars, compared to XFOIL.

Fig. 7 demonstrates that similar trend lines exist between the theoretical and experimental data. However, the
measured values for both surface treatments are less than the XFOIL prediction. This difference is likely to be due
to the assumption that the wind tunnel model is experiencing two dimensional flow. Since the models had a 2 mm
allowance on either side of the wind tunnel wall; wing tip vortices induced a downwash and reduced the angle of attack
effectively seen by the local airfoil section. This effect resulted in a percentage of the drag force being due to induced
drag, resulting in a discrepancy between theoretical and experimental results.

At angles of attack less than 4> a drag change of -8% is achieved by the riblets, which was theorised by Dean and
Bushan [1] based on the riblet wall units. Above U = 4>, the drag change increased to a maximum of -36%. Traub
[11] demonstrated in 2011, that at moderate angles of attack, in low Reynolds number flow, trip tape can contract or
eliminate the laminar transition bubble [11]. Traub’s [11] research showed that trip tape at 10% chord at '4 = 100, 000
caused the laminar transition bubble to produce less pressure drag, which in turn increased the extent of turbulent flow
and thus the skin friction [11]. Since the mechanism of riblet drag reduction occurs within the turbulent boundary layer,
this more established turbulent flow over the surface of the airfoil could be exaggerating the effect of riblets on drag
reduction as seen in Fig. 7.

A study by Subashchandar et al. [12] demonstrated a similar relationship where the drag reduction by riblets
increased with angle of attack. Their research was on the effect of drag reducing riblets on a NACA0012 airfoil at
various angles of attack. The wind tunnel flow was approximated to be 2D at a Reynolds number of 1,000,000 with an
airfoil trip at 10% chord [12]. The riblets used on the airfoil had a triangular cross section with a wall unit height of
ℎ+ = 13. Subashchandar et al. [12] proposed that the increased drag reduction with increasing angle of attack was due
to the flow alteration by riblets in adverse pressure gradients, then when the boundary layer starts to progress towards
flow separation, the drag reduction decreases [12]. Figure 8 compares the data from the Subashchandar et al. [12] study
with the results obtained in this paper.
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The drag reduction curve at angles of attack less than 3> agree with Subashchandar et al. [12]. The reduction of the
blade riblets is 1% greater than the triangular riblets, which is likely due to the optimisation of the blade riblet wall units.
Dean and Bushan [1] also found that blade riblets yielded higher drag reductions than triangular. Figure 8 shows that as
the angle of attack increases, the curves deviate, but follow a similar trend of reaching a maximum drag reduction at a
moderate angle of attack, and as the angle of attack progresses to stall, the drag reduction becomes smaller.

Fig. 8 Drag reduction for various angles of attack compared to the results of a NACA0012 airfoil from
Subashchandar et al. [12].

Figure 9 demonstrates the lift measurements for both surface treatments with standard error bars. The data follows
the expected linear trend for a pre-stall lift polar, with reasonable error due to the resolution of the two component
balance. The riblets have increased the lift coefficient by 24% at U = 0>. This effect was seen by Viswanath in 2002 [13].
In a summary of the effect of riblets on aircraft drag reduction, it was found that riblets increased the lift coefficient by
1% for a study on a Do-228 commuter aircraft model [13]. Viswanath [13] found that the increase was due to riblets
reducing the boundary layer displacement thickness distribution. The lift increase observed in this paper is much greater
than Viswanath [13] but is likely due to the same effect. The lift coefficient measurements are also likely to be impacted
by the assumption of 2D flow. In comparison to XFOIL, the lift coefficient measured was 2 orders of magnitude smaller.
This discrepancy could be due to wing tip vortices generated by the 3D flow which are not accounted for in the XFOIL
simulation.

Fig. 9 Lift polar for smooth and riblet film measurements with standard error bars.

The drag results for low angles of attack agree with multiple previous studies [1, 2, 12] that have investigated the
effect of riblets on the flow structures in the turbulent boundary layer. Dean and Bushan [1] found that riblets lift the
turbulent structures off the surface of the body and only interact with the riblet tips. This reduces the effective wetted
surface area and thus reduces the skin friction coefficient. The interaction with the riblet tips was found to induce
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small secondary vortices however they were small enough to have a negligible effect on drag [1]. Additionally, ‘by
keeping the vortices above the riblet tips, the cross-stream velocity fluctuations inside the riblet valleys’ [1] were much
less than a flat plate. Since the results obtained in this paper for low angles of attack agree with Dean and Bushan [1]
and Subashchandar et al. [12], it is likely that the mechanism described above is applicable to the results obtained at
U = 0>, 2> in Fig. 7.

However, the larger drag reductions at higher angles of attack in Fig. 7 are most likely not due to the same mechanism
and further research is required to visualise the effect on the flow structures in the turbulent boundary layer. Therefore,
to understand how the above mechanism of drag reducing riblets effects trailing edge noise, the unsteady wall pressure
was measured only for U = 0>, 2>.

B. Wall Pressure Spectra
Gruber [6] as a part of a study on the effect of serrations on trailing edge noise, measured the trailing edge wall

pressure spectra of a tripped NACA0012 airfoil at zero angle of attack and a Reynolds number of 247,000. The results
from Gruber [6] were used to validate the trailing edge wall pressure spectra measured on the smooth NACA0018 airfoil.
Figure 10 shows the sound pressure level (SPL) measured at U = 0> for all microphones on the smooth airfoil compared
to the results of Gruber [6]. It can be seen that the curves follow the same slope, verifying the wall pressure spectra.
However, the NACA0018 produces a higher SPL which is likely due to the thickness of the airfoil and different tripping
devices.

Fig. 10 SPL with a reference pressure of 20`Pa of all microphones on the smooth airfoil at zero angle of attack
compared to Gruber [6]

Figure 11 compares the SPL on the smooth airfoil to the airfoil with riblet film at zero angle of attack. It can be seen
across all microphones that the SPL has a substantial reduction in the mid frequency range (300 Hz - 3 kHz), with an on
average maximum reduction of 10 dB at 1kHz. Smaller SPL reductions of about 2 dB at lower frequencies (< 300) Hz)
are evident with a slight increase of about 1.5 dB at higher frequencies (> 3 kHz).

It is likely that the increase at higher frequencies is due to the riblet tips inducing secondary smaller vortices as
observed by Dean and Bushan [1]. This also demonstrates that drag reducing riblets have little effect on small, high
frequency structures in the turbulent boundary layer. The maximum reduction around 1 kHz demonstrates that the
riblets have a strong effect on the energy of mid frequency turbulent structures and less of an effect on lower frequency
structures.

The surface pressure spectra analysis of U = 2> provides further insight into how riblets are affecting the flow regime
in adverse pressure gradients. Figure 12 presents the SPL for each microphone comparing the riblet and smooth airfoils.
The SPL plots for U = 2> show similar trends as Fig. 11 with a maximum SPL reduction of 10 dB at 1 kHz. There is a
slightly greater increase of 3 dB for high frequencies, and a greater reduction of 4 dB at lower frequencies. The similar
trends observed for U = 0> and U = 2> indicate that the effect of the riblets on the flow regime for both angles of attack
is similar.

A coherence study was performed for both angles of attack in order to understand the effect of riblets on low - mid
range frequency streamwise structures. The coherence was calculated using Eq. (11)
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Fig. 11 SPL with a reference pressure of 20`Pa of the smooth airfoil compared to the airfoil with riblet film at
U = 0>, (a) Microphone A, (b) Microphone B, (c) Microphone C

W2 ( 5 ) = |q12 ( 5 ) |2
q11 ( 5 )q22 ( 5 )

(11)

where q12 ( 5 ) is the cross spectrum of two microphones, q11 ( 5 ) is the auto spectrum of one microphone and q22 ( 5 ) is
the auto spectrum of the second microphone. Figure 13 demonstrates the coherence of streamwise microphones A and
C for the smooth airfoil compared to the riblet airfoil, Fig. 13(a) is for U = 0> and Fig. 13(b) is for U = 2>. It can be
seen for both angles of attack that at low frequencies (< 240 Hz) the riblets have minor effect on the coherence. At mid
range frequencies (240 Hz - 4 kHz) the riblets have reduced the coherence, introducing a peak in coherence at 1.2 kHz.
Martin and Bushan [2] proposed that riblets optimised for drag reduction reduce the dimensions of surface vortices in
the buffer layer, in comparison to a flat plate. Martin and Bushan [2] theorised that because riblets protrude into the
turbulent boundary layer, vortex rotation and growth becomes obstructed [2].

The peak in coherence at 1.2 kHz for both angles of attack, could indicate that the flow regime over the surface of
the riblets is dominated by vortices of consistent dimensions, where the vortex size is related to the riblet size [2], and
varies insignificantly for small angles of attack. The reduction on either side of 1 kHz seen in Fig. 13 is less for the
U = 2> case than U = 0>, which could be an effect of riblets in adverse pressure gradients. However, the reduction in
both cases is likely due to the obstruction of streamwise vortex rotation and growth.

It is apparent that the way drag reducing riblets alter the turbulent boundary layer results in a reduction of the
surface SPL by 10 dB for mid frequencies, 2 dB for low frequencies and an increase of 1.5 dB for high frequencies. It
is proposed that these trends are a result of mechanisms proposed by other papers on how riblets alter the turbulent
boundary layer to reduce drag.
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Fig. 12 SPL with a reference pressure of 20`Pa of the smooth airfoil compared to the airfoil with riblet film at
U = 2>, (a) Microphone A, (b) Microphone B, (c) Microphone C

Fig. 13 Streamwise coherence of microphones A and C of the smooth airfoil compared to the airfoil with riblet
film at (a) U = 0>, (b) U = 2>
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IV. Conclusion
This paper found that riblets optimised for drag reduction, reduce mid frequency surface sound pressure levels near

the trailing edge for low angles of attack. Amiet’s theory [7] demonstrated that the surface pressure is the source of
trailing edge far field sound and therefore, it can be expected that a reduction in the surface pressure would be seen in
the far field sound. This work is important to the aerospace industry as it holds the potential to passively reduce drag
and noise simultaneously.
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The Influence of Inlet Geometry of Circular 

Reflectors on Pressure Amplification in 

Shock Wave Focusing 

Nathan S. Reed1 
University of New South Wales, Canberra, Australian Capital Territory, 2600, Australia 

The interaction of a plane shock wave with a concave cavity generates complex shock 

focusing phenomena, with past research indicating that the bluntness and size of reflector 

inlets influences this shock focusing process. The current research investigates the extent to 

which circular inlets affect the maximum pressure amplification and focus location of shock 

waves for circular reflector profiles. A numerical parameter study is conducted using an 

adaptive, unstructured, finite-volume Euler solver, simulating Mach 1.35 shock-cavity 

interactions into compound profiles of varying inlet radius and joining angle. It is found that 

increasing the size of profile inlets raises the maximum pressure amplification achieved at 

focus, whilst shifting the location of gasdynamic focus towards the profile base. A profile with 

an inlet ratio of 𝟗 and joining angle of 𝟑𝟎° is observed to have a focal pressure 𝟐. 𝟒 times 

greater than that of the circular reflector for a Mach 1.35 incident shock. Simultaneous flow 

visualisation using schlieren imaging and shadowgraphy is used to validate and examine shock 

focusing mechanisms for the studied compound profiles at Mach numbers of 1.2 and 1.35. The 

creation and collision of an additional shear layer pair not present in the shock focusing 

process of a standard circular reflector is observed for compound profiles with large inlets, 

leading to an increase in focal pressure and a shift in focus location away from the profile base. 

The spatial and temporal separation of shear layer collisions, largely determined by profile 

geometry and shock Mach number, is shown to significantly influence peak pressure 

amplification. Development of these shear layer pairs during shock focusing is shown to be 

crucial in achieving high pressure amplification; profiles where no Mach reflections occur at 

the wall perform substantially worse than the circular reflector under equivalent conditions, 

and have a larger focal region. A novel experimental pressure measurement technique is 

implemented allowing simultaneous recording of shadowgraph images and pressure sensor 

readings. This technique shows reasonable agreement to corresponding numerical pressure 

traces, and permits visualisation of a large portion of the shock focusing process. 

I. Nomenclature 

𝛼 = joining angle [deg] 

𝐴 = profile aperture [m] 

𝐶 = Courant number 

𝐷 = profile depth [m] 

𝐷𝑟  = reflector depth [m] 

𝐿𝑠𝑐 = length scaling factor [m] 

𝑃 = static pressure [Pa] 

𝑟𝑖𝑟  = inlet ratio 

𝑟𝑖 = inlet radius [m] 

𝑟𝑟  = reflector radius [m] 

𝑥 = horizontal  coordinate 

𝑦 = vertical coordinate 
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II. Introduction 

 Since the discovery of the myriad of special effects and phenomena intrinsic to compressible flows, researchers 

have maintained a keen interest in studying supersonic flow, long before applications for such knowledge were 

established [1]. Initial applications relating to the flight of bullets has since evolved into a wide field of academia with 

extensive applications in aeronautics, acoustics, and medicine (primarily in extracorporeal shock wave lithotripsy or 

ESWL). In particular, the process by which shock waves may be concentrated to create regions of high temperature 

and pressure has found use beyond the study of gas dynamics, notably within the medical industry [2]. 

 The process of shock wave focusing has been investigated by researchers since the mid-20th century, when 

Guderley [3] conducted the first study, later revisited by Ramsey et al. [4]. Results predicted in this study were first 

visualised using schlieren images by Perry and Kantrowitz [5], and validated experimentally by Dennen and Wilson 

[6]. Subsequent advancements in this field were reviewed by Grönig [7], who also identified potential areas of 

application of the technology, where the generation of high pressure regions is desired. Such applications include the 

initiation of detonations [2], study of material behaviours at high pressure [8], and mitigation of the ‘superboom’ 

phenomenon for supersonic aircraft [9]. Shock wave focusing is a highly non-linear process dominated by strong 

gasdynamic effects, and was analysed by Sturtevant and Kulkarny [10] using geometric shock dynamics. 

 The shock focusing process and effectiveness for planar, cylindrical, and parabolic cavities is well understood; 

improvements in simulation methods and flow field visualisation techniques have allowed the complex flow features 

of reflectors to be resolved in great detail [11], permitting the study of compound profiles, where convex inlet shapes 

are blended with the main reflecting surface. The incorporation of inlets has been shown to significantly affect the 

mechanism of focus and pressure amplification, though research in this area is limited. MacLucas [12] investigated 

compound profiles that use a combination of circular, parabolic, and catenary shapes for profile reflectors and inlets, 

demonstrating that the addition of inlets resulted in increased maximum pressure amplification. A novel investigation 

into shock focusing by Babinsky et al. [13] studied the effect of incorporating inlets onto circular reflecting profiles. 

This study, conducted using holographic interferometry on experimental setups and an Euler-based Godunov finite 

volume solver, established a qualitative link between the relative size of circular inlets and the peak pressure measured 

at focus. A recent review by MacLucas et al. [14] of previously studied profiles indicated that, despite an 

acknowledged link between the presence of an inlet and the maximum pressure amplification at focus, the role of the 

inlet is not well characterised.  

A. Research Objectives 

 The objective of this study was to characterise the relationship between relative inlet size, maximum pressure 

amplification, and focus mechanism resulting from a Mach 1.35 plane shock wave interacting with a compound profile 

constructed from circular arcs. A representative range of circular compound profiles was investigated in a numerical 

parameter study, supplemented by findings from experimental testing of several compound profiles in which changes 

to the mechanism of gasdynamic focus were identified. A limited investigation into the Mach number dependency of 

amplification effectiveness for the tested profiles was conducted, and a simultaneous flow visualisation and pressure 

measurement technique was used to corroborate numerical and experimental findings. 

 Findings from this study may be used to inform the development of more efficient, shallower profiles capable of 

achieving higher pressure amplification than traditional cavity shapes. Identification of such geometries has the 

potential to inform future development in the fields of shock wave lithotripsy, detonation initiation mechanisms, and 

pressure amplification. The observation of new shock focusing mechanisms in the studied compound profiles also 

improves understanding of the highly nonlinear processes present in shock wave dynamics. 

III. Background 

A. Shock Wave Reflection 

Discontinuities in the flow properties of pressure, density and temperature occur over moving normal shock waves, 

which can be formed from a sudden release of energy (such as in an explosion or bursting of a pressure vessel), or by 

the coalescing of acoustic waves formed in front of translating objects, as occurs with objects moving faster than the 

local speed of sound. An important dimensionless parameter when considering shock waves is the Mach number, 

defined as the ratio of fluid/object velocity to the local speed of sound. The movement and reflection of normal shock 

waves along surfaces can generate a wide range of transient reflection phenomena; the precise nature of which is 

dependent on the strength of the incident shock and surface profile. Unsteady flow and rapidly changing boundary 

conditions causes shocks produced by the reflection to be curved, with non-uniform shock strength along their length. 
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Extensive analytical descriptions of shock reflection phenomena are performed by Courant and Friedrichs [15] 

and Ben-Dor [16]. The two most common reflection types are the Mach reflection and regular reflection, both 

discovered by Ernst Mach in the late 1800s. For a plane shock wave reflecting within a concave profile, the regular 

reflection mode consists of an incident shock (I) producing a curved reflected shock (R), as shown in Fig. 1. The Mach 

reflection mode is similar, differentiated by the addition of another shock, known as the Mach stem (H), and a contact 

discontinuity (L), which grows from the intersection of the three shocks, or triple point [12].  

The type of reflection observed is largely 

determined by the strength of the incident shock and 

the wall angle, with strong shocks and large angles 

leading to regular reflection modes. For smaller angles 

and weaker shocks, Courant and Friedrichs [15] 

demonstrated that three classes of Mach reflection may 

occur, depending on whether the triple point moves 

towards, parallel to, or away from the reflection 

surface. Another notable reflection mode is the 

transitioned regular reflection (TRR) first defined by 

Ben-Dor [16]. This reflection mode may also be observed in concave cavity flows, occurring when the incident shock 

wave encounters an ever-increasing wall angle. As the triple point of an inverse Mach reflection collides with the 

reflection surface, a TRR develops, consisting of a regular reflection immediately followed by a Mach reflection that 

causes development of a shear layer (S) from the motion of the triple point between shocks (F), (R) and Mach stem 

(W), also shown in Fig. 1. 

B. Shock Wave Focusing 

Gas dynamic focus resulting from the coalescence of shocks is capable of generating a small region of high 

pressure and temperature efficiently and at reduced cost when compared with other methods. The gasdynamic focusing 

process is commonly studied by reflecting a normal shock from a concave reflector, shown below in Fig. 2 for a 

circular profile. The reflection process is typically made up of four stages, as defined in Fig. 2.  

Initially, the incident shock wave (I) moves towards the profile base, with the reflection at the profile wall changing 

from a regular reflection, to Mach reflection, to TRR [17]. During pre-focus, the shear layers (S) and triple points are 

moving towards the profile centreline, and the reflected initial wave (F) diminishes in size. The collision of the 

reflected wave and triple points defines the beginning of gasdynamic focus. During gasdynamic focus, the original 

wall shocks (W) join, forming the main reflected wave (M), which undergoes a Mach reflection with the original 

reflected waves (R), producing a new Mach stem (P). The triple points of this Mach reflection enclose a small region 

as the Mach stem first grows, then diminishes in length. Gasdynamic focus concludes when the triple points collide 

for the second time, defining the focal region as the area enclosed by the path of the shear layers (B). 

In-depth focusing behaviours for several cavity shapes are provided by MacLucas [12], as the precise nature of 

the shock sequence is strongly dependent on reflector geometry [14], though the principle of shocks coalescing to 

create a small focal region is evident in all concave profiles designed to focus shocks. 

C. Compound Profiles 

The shock focusing process has been studied extensively for simple reflecting profiles, with established focusing 

mechanisms explored in literature for planar, circular, parabolic, catenary, and log-spiral profiles [12,18,19]. 

Fig. 1 Mach, regular and transitioned regular reflection 

modes [12]. 

Fig. 2 Four stage focusing process of a plane shock wave with a concave profile [12]. 
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Comparatively little research has been conducted into compound profiles, which incorporate convex inlets blended 

into a traditional reflector profile. 

Initial findings by Babinsky et al. [13] identified an increase in maximum pressure amplification achieved by the 

addition of inlets to a circular profile, a trend also evident when inlets were added to parabolic and catenary reflectors 

[12]. MacLucas et al. [14] confirmed that inlets can be used to reach higher pressure amplifications at lower depth-to-

aperture ratios and incident shock strengths, and recognised that a complete performance map quantifying the extent 

to which inlets affect pressure amplification is lacking in literature. 

IV. Numerical Simulation 

A. Numerical Scheme 

The numerical solver used for the parameter study was Masterix 3.40, an adaptive, unstructured finite-volume 

Euler solver [20]. Data collected from simulations was exported to MATLAB for analysis. Masterix is custom-

designed to solve unsteady compressible flows, in particular the interaction of moving shocks with objects, and is thus 

highly suitable to analyse the shock focusing process within concave compound profiles. An Euler-based approach to 

numerical simulation has been shown in Taieb et al. [21] to be in excellent agreement with full Navier-Stokes 

computations and experimental findings; the influence of viscosity on observed reflection patterns and triple point 

movement is typically negligible [22]. Some viscous flow phenomena can be resolved using the selected scheme due 

to numerical dissipation introduced when computing the density gradient error within mesh elements. The scheme 

uses explicit time integration, while the flow solver has second-order spatial and temporal accuracy. Wall boundary 

conditions were used for the symmetry plane and profile wall, while a Dirichlet-type inlet boundary condition was 

specified for the flow inlet/outlet. The solutions calculated by Masterix were computed using flow and physical 

properties scaled with respect to user-defined reference values, allowing for direct comparisons between simulations.  

For all simulated profiles, the cavity depth 𝐷, as defined in Fig. 3, was set to 50 units, and flow was simulated up 

to 100 units upstream of the cavity to allow the resolution of shock features post-focus. A scaling factor of 𝐿𝑠𝑐 =
0.001m is used to dimensionalise the geometry for comparison with similarly-sized shock tube models. Profile wall 

geometry is comprised of several circular arcs, and the shape of a typical compound cavity, along with its defining 

parameters is shown in Fig. 3. An important parameter in subsequent analysis, the inlet ratio 𝑟𝑖𝑟 , is defined in Eq (1) 

as the ratio of inlet to reflector radius.  

 𝑟𝑖𝑟 =
𝑟𝑖

𝑟𝑟
 (1) 

Fig. 4 shows an example mesh, where varying levels of mesh refinement are clearly visible. Dynamic meshing 

allows the resolution of flow features of interest such as shock waves and shear layers in greater detail, up to a 

maximum mesh refinement level specified during initial meshing. Simulations are reduced to a two-dimensional area 

consisting of the top half of the profile, due to geometric symmetry, in order to reduce the number of mesh elements 

and computational resources required for each simulation. The minimum timestep is defined using the Courant-

Friedrichs-Lewy condition, where the Courant number 𝐶 was set to 0.5 to ensure solution convergence [23].  

B. Verification 

As the resolution of the mesh over key flow features is only directly controllable by varying the maximum level 

of mesh refinement, a mesh independence study was conducted to find the refinement level needed for solution 

 

Fig. 3 Simulated compound cavity geometry 

with circular inlet and reflector. 
Fig. 4 Circular profile dynamic mesh with 5 levels of 

refinement, shown during gasdynamic focus. 
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independence. A simulation of a Mach 1.35 incident shock into 

a circular cavity profile, shown in Fig. 4, was conducted on 

eight meshes with increasing levels of mesh refinement. Flow 

properties were recorded at three locations designed to record 

the mesh behaviour at the focal point, cavity wall, and towards 

the profile entrance. The performance of a given mesh did not 

vary significantly between sampled locations, however 

increasing the maximum level of mesh refinement markedly 

improved performance across shocks. The pressure history at a 

point near the profile wall where the incident shock undergoes 

a transitioned regular reflection is shown in Fig. 5. 

At this location, two shock waves pass over the region in 

rapid succession, as the reflected wave and Mach stem are in 

close proximity, shown in the inset of Fig. 5. Distinction 

between these two shocks is not seen in meshes 1-4, and is only 

weakly present in mesh 5. Though the peak pressure varies with 

the choice of mesh [24], the remainder of the solution is mesh-

independent for a mesh refinement level of 6 and higher. The timing of the pressure rises is also affected by the choice 

of mesh, with coarse meshes anticipating the pressure rise immediately preceding shocks. The duration of this 

anticipation decreases as finer meshes are used, and is negligible for a mesh refinement level of 6, which was therefore 

used for the remainder of numerical simulations. 

C. Validation 

Shock focusing tests conducted by MacLucas [12] on a 

parabolic profile cavity, 𝑥 = −10𝑦2, with an aperture of 

160mm and depth-to-aperture ratio of 0.4, involving pressure 

traces obtained from PCB transducers placed at various sites 

within the cavity were used to validate the Masterix mesh and 

numerical scheme. Flow conditions, profile geometry, and 

sensor locations from MacLucas [12] were replicated using 

Masterix, and the resulting numerical pressure traces, averaged 

over the same area as the pressure transducers, were compared 

at a selection of transducer locations and incident shock Mach 

numbers. Fig. 6 shows a comparison between the numerical and 

experimental pressure traces at one of the transducers, with an 

indicative image of the flow field and pressure transducer 

location shown in the inset. Excellent agreement between the 

traces is observed, allowing clear identification of the flow 

features passing over the transducer, including the incident 

wave (I), initial reflected wave (R) and main reflected wave (M). Deviations between the traces post-focus are 

attributed to the interaction of weak transverse waves present during tests. 

D. Parameter Study Design 

Previous studies into the shock focusing process of cavities consisting of an inlet and reflector section, known as 

compound profiles, have demonstrated that the ratio of inlet to reflector radius has a significant effect on the maximum 

pressure amplification achieved at the point of gasdynamic focus [13]. For a compound cavity where both the inlets 

and reflector are circular arcs, as shown in Fig. 3, there are three key parameters that define the geometry: the depth-

to-aperture ratio 𝐷/𝐴, the inlet ratio 𝑟𝑖𝑟 , and the joining angle 𝛼. The effect of depth-to-aperture ratio on the shock 

focusing process is understood for a wide range of pure reflector profiles, and for circular compound profiles, the 

depth-to-aperture is determined by the joining angle. 

In the present work, simulations were conducted encompassing a wide range of compound geometry 

configurations. The joining angle of tested geometries was varied from 0° to 60° in increments of 15°, with each 

selection yielding a unique depth-to-aperture ratio. Ten different inlet ratios were tested for each joining angle, 

resulting in a total of 50 different profile geometries. To develop a representative range of inlet sizes, for a given 

joining angle, the inlet radius was systematically increased by 10% of the reflector radius for the inlet-free geometry, 

and the reflector radius was decreased by the same amount. 

Fig. 5 Pressure amplification history at region 

undergoing TRR for each mesh refinement level. 

Fig. 6 Numerical and experimental pressure 

traces at indicated transducer location (inset) at 

an incident Mach number of 1.3 and atmospheric 

pressure of 83.1kPa. 
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V. Experiments 

Experiments were conducted at the shock tube facility located at UNSW Canberra at ADFA, which is a 

conventional diaphragm-operated shock tube with a 150mm high by 75mm wide rectangular test section. Test profiles 

were subjected to Mach 1.2 and Mach 1.35 normal shocks, and high-speed time-resolved video photography was used 

to observe the evolution of flow features. Shock wave velocity was measured via time-of-travel measurements with 

three staggered pressure transducers mounted flush to the tube wall ahead of the test section. Diaphragm thicknesses 

of 25𝜇m and 50𝜇m were used to control the burst pressure to achieve the desired flow velocities.  

Simultaneous shadowgraphy and schlieren imaging was used to capture qualitative information concerning the 

location and evolution of flow features, and validate the numerical scheme. The optical system was arranged in a Z-

type configuration using a single-source, multiple-camera visualisation concept similar to the second setup described 

by Kleine et al. [25]. A Shimadzu HPV-1 high-speed camera 

was used to record shadowgraph images with a resolution of 

312 x 260 pixels and frame rate of 500,000 fps. Schlieren 

visualisation was captured using a Shimadzu HPV-X2 high-

speed camera with a resolution of 400 x 250 pixels and frame 

rate varying between 500,000 and 2,000,000 fps. This 

simultaneous recording technique allowed the observation of 

the miniscule flow features that occur during gasdynamic focus, 

with the schlieren system providing a magnified view of the 

focal region, whilst shadowgraphy of the entire test profile 

ensured control of test consistency. The optical setup and 

camera arrangement used in the shock tube facility at UNSW 

Canberra at ADFA is shown in Fig. 7. 

Additional tests were performed using a novel combination of shadowgraphy and a mirror-mounted pressure 

sensor to generate quantitative and qualitative flow data simultaneously. One of the test section walls was replaced 

with a plane mirror with an 8mm hole in which a Kistler 603B pressure sensor [26] was mounted. 

Three profiles were manufactured for experimental testing from solid aluminium blocks each having a cross-

sectional depth of 74.5mm, which were wirecut to yield accurate reflecting face geometries. Cavity profiles were 

smoothed to reduce surface roughness, that may have caused interference in the form of acoustic perturbations. The 

details of these profiles are included in Table 1. Fig. 8 shows each of the experimental test profiles secured to the 

shock tube using two bolts in the rear of each profile. 

Table 1. Test Model Geometry 

Model Name Inlet Ratio Joining Angle (°) Reflector Radius (mm) Inlet Radius (mm) 𝐷/𝐴 

Control 0 0 140 − 0.5 
A 9 30 8.6 77.42 0.289 
B 1 30 43.01 43.01 0.289 

VI. Results 

A. Compound Circular Profiles 

The work of Babinsky et al. [13] investigated the incorporation of circular inlets to the standard circular reflector 

profile, and identified that the inlet ratio had a significant effect on the reflection mechanism, peak focusing pressure, 

Fig. 7 Camera and optical arrangement for 

simultaneous time-resolved flow visualisation. 

  

Fig. 8 Shock tube mounting of Control (left), Model B (centre), and Model A (right) test profiles. 
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and the shape and extent of the high pressure region generated. That study was limited to numerical and experimental 

testing of three compound geometries, having inlet ratios of 0.5, 1, and 2. Numerical simulations of similar compound 

profiles having inlet ratios varying from 0.11 to 9 were conducted as part of the current parameter study to corroborate 

and augment the findings of Babinsky et al. [13].  

The effectiveness of the compound profiles was determined by calculating the magnitudes and locations of 

pressure maxima along profile centrelines. Pressure values along the profile centreline were saved at each timestep, 

allowing the construction of pressure trace curves for each profile, which show the spatial extent of the focal regions. 

Pressure readings were normalised to the focal pressure of the simple circular reflector, and spatial coordinates were 

normalised to the distance of gasdynamic focus of the circular reflector, to show the shift in pressure amplification 

and focus location from the simple, well-studied case. Equations (2) and (3) reflect this process, with 𝑃(0,0) and 𝑥(0,0) 

indicating peak pressure and focus location for the circular reflector respectively. 

 𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝐴𝑚𝑝𝑙𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝐹𝑎𝑐𝑡𝑜𝑟 =
𝑃

𝑃(0,0)
 (2) 

 𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑠𝑒𝑑 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =
𝑥

𝑥(0,0)
 (3) 

Traces of pressure maxima for compound profiles with a 

joining angle of 0°, comparable to the family of profiles 

analysed by Babinsky et al. [13], are shown in Fig. 10, which 

includes the base case of a simple circular reflector. It is 

apparent that the addition of convex inlets results in an increase 

in the focal pressure achieved by the profile, as well as a shift 

in the focal location towards the profile base. The focal region 

also becomes smaller, with the focal pressure peaks being 

sharper and more spatially localised.  

As suggested by Babinsky et al. [13], the configuration and 

relative size of the reflector entrance alters the mechanism of 

focus by introducing additional shocks to  and increasing the 

strength of existing shocks involved in focusing. In all cases 

with a blunt inlet, the initial reflection mode of the oncoming 

shock wave is regular, producing  a reflected wave (R) which 

travels towards the profile centreline. As the initial shock passes 

over the remainder of the inlet, it transitions to a Mach 

reflection, generating a Mach stem (W). As can be seen in the left image of Fig. 9, once this shock enters the main 

reflector, it too undergoes a Mach reflection, generating a second Mach stem (H), which collides with the profile wall 

and becomes a TRR as the wall angle rapidly increases. 

Three different behaviours of the first Mach stem (W) are observed across the tested profiles, determined by profile 

inlet ratio. For all tested cases with an inlet ratio of 1.5 or less, the Mach stem collides with the profile wall and 

contributes to the development of the wall TRR; this motion is seen in the left image of Fig. 9. Profiles having inlet 

ratios larger than 1.5 were observed to generate a longer Mach stem (W) which reaches the reflector centreline before 

the profile wall, forming a new normal shock (N), which passes over the location of gasdynamic focus before the 

collision of triple points instead of the reflected wave (R), shown in the centre image of Fig. 9. 

For the tested inlet ratio of 9, the focusing mechanism changes again, with the reflected wave (R) undergoing an 

additional reflection from the opposite wall (R2) overtaking the Mach stem (W) and undergoing a TRR at the wall to 

produce a new Mach stem (H2). This shock (R2) also crosses over the profile centreline as gasdynamic focus occurs, 

Fig. 10 Normalised pressure traces taken 

along the centreline for compound profiles with 

a 𝟎° joining angle for a Mach 1.35 shock. 

Fig. 9 Pre-focus shock development for compound profiles having a joining angle of 𝟎° and inlet ratios 

of 1.5 (left), 4 (centre), and 9 (right) for a Mach 1.35 incident shock. 
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as can be seen in the right image of Fig. 9; this second extra shock, along with the strengthened Mach stem (H2) 

involved in the gasdynamic focus process, causes a significant increase in peak focal pressure compared to other tested 

profiles. It can be clearly seen that the time of arrival of each shock involved in the focusing process plays an important 

part in driving the peak focal pressure, as strong expansions behind each shock counteract the pressure increases of 

each shock front. Effective amplification is achieved by profiles where shocks reach the focus in rapid succession. 

B. Variations in Joining Angle 

Numerical simulations were conducted across the same 

range of inlet ratios for profiles with joining angles of 15°, 30°, 

45° and 60° to determine the effect of 𝛼 on the focusing 

process, peak pressure, and focal point location. 

 

1. 60° Profiles 

Simulations at and beyond a 60° joining angle showed no 

significant gasdynamic focusing, as the reflection of the 

incident shock remained regular throughout the interaction, 

thus no triple points converged at the profile centreline. Both 

the sonic criterion and experiments tracking the transition from 

regular to Mach reflection for convex circular surfaces indicate 

that this change in reflection mode does not take place until 

after a relative wall angle of 55° is experienced for a Mach 1.35 

shock [27]. Instead of the standard gasdynamic focus 

mechanism of converging triple points, a simpler interaction 

takes place. For the case with no inlet, the initial shock and its reflection from the profile base cause two pressure 

jumps in rapid succession, followed by a gradual pressure rise as a weak compression wave travels towards the profile 

centreline. As the addition of inlets does not change the initial reflection mode at the profile lip, the reflection process 

remains the same, though as the inlet ratio increases the strength of the compression wave builds, eventually becoming 

a shock front post-focus in the case of profiles with large inlet ratios. This shock front behaves similarly to the main 

reflected wave of previously studied profiles, propagating away from the profile base and generating a Mach stem.  

Focal regions for profiles of this type are not highly localised, instead a large region of elevated pressure is present 

along the profile centreline. The maximum pressure amplification of all tested profiles with a 60° joining angle was 

less than 80% of the focal pressure of the circular reflector, as shown by the pressure trace in Fig. 11.  

 

2. 15°, 30°, and 45° Profiles 

The remaining three tested joining angles were all small 

enough to cause the initial shock to transition from a regular to 

a Mach reflection as it entered the concave portion of the 

profile, exceeding the transition criteria detailed in Skews and 

Kleine [27]. For a given inlet ratio, the maximum Mach stem 

length decreased as joining angle increased, as the length of the 

profile wall over which a Mach reflection mode was possible 

decreased. Thus, the reflection behaviour seen for large inlet 

ratios and a joining angle of 0° described earlier was observed 

with decreasing frequency in profiles with non-zero joining 

angles. Like compound cavities with a joining angle of 0°, 

arrival timing of shocks at the focal region plays a significant 

role in determining the peak pressure amplification achieved for 

a given configuration. Normalised pressure traces along the 

profile centreline for a joining angle of 30° is shown in Fig. 12. 

Across each family of compound profiles, it can be seen that 

although for small inlet ratios the location of peak pressure 

amplification is coincident with the location of shear layer collision, there is a rearward shift in the location of the 

focal point for larger inlet ratios. A sequence of schlieren images of Model B subjected to a Mach 1.35 shock, shown 

in Fig. 13, illustrates the additional shock interactions taking place during gasdynamic focus to cause the pressure 

amplification to reach a maximum further from the base than point of shear layer collision.  

Fig. 11 Normalised pressure traces taken 

along the centreline for compound profiles with 

a 𝟔𝟎° joining angle for a Mach 1.35 shock. 

Fig. 12 Normalised pressure traces taken 

along the centreline for compound profiles with 

a 𝟑𝟎° joining angle for a Mach 1.35 shock. 
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Behaviour of the main 

shear layer pair (S), Mach 

stem (W) and reflected wave 

(F) remains the same as the 

base case of the circular 

reflector. Figures Fig. 13a 

and Fig. 13b show that the 

curvature of the reflected 

wave (R) near the shear layer 

(S) changes rapidly, 

becoming a new shock (R’) 

and causing the development 

of a second set of shear layers 

(S2) and triple points. An 

additional shock front (L) 

forms as signals from the 

profile base coalesce. 

Significant pressure amplification occurs when the shear layers (S) collide, with the wall shocks (W) forming the main 

reflected wave (M). Gasdynamic focusing continues as the second set of shear layers (S2) collide shortly thereafter, 

creating the highest pressure along the profile centreline, shown in Fig. 13c. Figure Fig. 13d shows that post-focus, a 

strong jet (J) is formed, which quickly develops into a mushroom-shaped vortex flow. A third pair of shear layers (S3) 

forms as the main reflected wave (M) and initial reflected wave (R) propagate away from the profile centreline, while 

the shock front (L) is eventually is overtaken by the main reflected wave (M). 

A similar focusing process was also observed for Model A under the same conditions, however it occurred much 

closer to the profile base, leading to crowded schlieren images during focus and high pressure amplification along the 

profile centreline. Post-focus wall shear layer development for Model A also caused high pressures at the model 

surface, as the main reflected wave (M) underwent a TRR as it exited the reflector portion of the profile. 

The spatial separation between shear layer collision plays an important role in determining the peak focal pressure 

for the profile, as strong expansion subsequently occurs at each point. Decreasing the spatial, and therefore temporal, 

separation of these two processes reduces the detrimental effect of expansions on the peak focal pressure. It can be 

seen in Fig. 12 that increasing the inlet ratio tends to decrease the spatial separation of the two pressure amplification 

processes, with the highest pressure amplification for a given joining angle occurring when the two collisions are 

coincident. The highest pressure amplification of all tested profiles occurs at an inlet ratio of 9 and joining angle of 

30°, achieving a peak pressure over 2.4 times greater than that of the standard semicircular reflector, hence its selection 

as Model A for experimental testing in the shock tube. Model B was selected to show the two sets of shear layers more 

clearly than Model A, to aid in understanding the shock process underpinning the large pressure amplification. 

C. Quantitative Analysis of Circular Inlets 

For each simulation, the magnitude and location of 

maximum pressure were calculated from gathered pressure 

data, and are graphed in Figs Fig. 14 and Fig. 15, normalised to 

the case of the simple circular reflector. It can be seen that 

increasing the inlet ratio increases the maximum pressure 

achieved at focus. Furthermore, truncating the circular reflector 

to present an initial angle to the incoming shock (ie 𝑟𝑖𝑟 = 0), 

has the effect of reducing the peak pressure amplification of the 

profile. Compound profiles with small inlets quickly overtake 

the circular reflector in terms of maximum amplification, with 

the 0°, 15°, and 30° profiles having an inlet ratio greater than 

0.3 all performing better than the base case. The change in focus 

mechanism as the incident shock no longer undergoes a Mach 

reflection is clearly evident in Fig. 14 by the comparatively poor 

performance of the 60° joining angle geometries.  

The importance of arrival timing of each set of shear layers 

can be clearly seen with the variation in profile performance at 

high inlet ratios; while the best performing profile has an 𝑟𝑖𝑟  of 9 and 𝛼 of 30°, the best performing profile from the 

Fig. 13 Monochrome schlieren images of shock focusing behaviour for a Mach 

1.35 shock with Model B. Timestamp shows instance of flow field from beginning 

of image capture. The weak disturbance wave (white) was observed to have a 

negligible effect on the flow field. 

Fig. 14 Focal pressure of each compound 

profile relative to that of the control, for a Mach 

1.35 shock, presented as a function of inlet ratio. 
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15° joining angle family has an 𝑟𝑖𝑟  of 4, corresponding to the 

tested geometry with the smallest separation in the collision of 

each shear layer pair. The peak pressure achieved in Model A 

is 2.4 times greater than that generated in a cylindrical cavity, 

but in a profile with less than 60% the value of depth-to-

aperture ratio, highlighting the influence of the inlets on 

pressure amplification. Pressure amplification for profiles of set 

depth can be greatly optimised from the case of the circular 

reflector through the use of large inlets and a small reflector. 

Furthermore, experimental data collected for Mach 1.2 

incident shock waves found that the focusing mechanism 

remained unchanged for the studied compound profiles, though 

the location and separation of shocks and shear layer collisions 

changed from the Mach 1.35 tests. These findings indicate that 

optimisation of compound profiles is only possible across a 

narrow range of Mach numbers, as the expansions following 

each shear layer collision reduce focal pressure significantly 

when they do not occur simultaneously or in rapid succession. 

From Fig. 15, the location of peak pressure is seen to shift closer to the profile base as reflector diameter decreases 

and inlet ratio increases, regardless of joining angle. Several changes to this trend, shown by the line discontinuities 

in Fig. 15, are attributed to the point of peak pressure changing from the initial collision of shear layers (S) to that of 

the collision of shear layers (𝑆2) detailed previously. For the case of truncated reflectors, the focal location is shifted 

away from the profile base as joining angle is increased. The change in focus mechanism for the 60° joining angle 

cases shifts the focal region significantly further away from the reflector base, with only three of the simulated profiles 

having a focus location within the profile geometry (and hence the data collection region). 

Experimental data collected using the simultaneous 

pressure measurement and shadowgraphy technique shows 

reasonable levels of agreement to corresponding numerical 

pressure traces; a comparison between the traces for a Mach 1.2 

shock in Model B is shown in Fig. 16, with the location of the 

pressure transducer shown in the shadowgraph inset (green). 

Numerical traces were developed by simulating pressure 

readings across a number of point determined using an equal-

area decomposition of the physical pressure sensor [28]. Rise 

time across shock fronts is captured well, though the data 

suffers from strong averaging effects due to the large (5.5mm) 

diameter of the sensor. Peak pressure is captured well for Model 

B, though the level of agreement is lower for Model A, and in 

all tests, the corresponding shadowgraphs show significant  

image doubling due to the quality of the glass mirror used.  

VII. Conclusion 

Increasing the inlet ratio of compound circular profiles was shown to increase peak pressure amplification, 

confirming the results of Babinsky et al. For small inlet ratios, increasing the joining angle causes a decrease in 

pressure amplification, though for large inlet ratios focal pressure is greatly amplified even at large joining angles. For 

a Mach 1.35 shock, a compound profile with an inlet ratio of 9 and joining angle of 30° was seen to have a peak focal 

pressure over 2.4 times greater than that achieved in a circular reflector under the same conditions. Maps of focal 

point location indicate that increasing the inlet ratio causes gasdynamic focus to occur closer to the profile base. 

Profiles in which no transition from regular-to-Mach reflection modes occur reach lower peak pressures and have a 

wider focal region than the base case of the circular reflector. 

The gasdynamic focusing process for compound profiles with large inlet ratios is observed to involve the creation 

and collision of an additional pair of shear layers, generated as the initial reflected wave undergoes a rapid change in 

curvature. This pair of shear layers causes a second pressure rise during focus, the effectiveness of which is largely 

determined by Mach number, as well as the spatial and temporal separation of triple point collisions. A novel pressure 

measurement and shadowgraph technique provides simultaneous quantitative and qualitative flow data, showing 

Fig. 15 Focus distance from reflector base 

relative to the focal distance of the control profile 

for each profile for a Mach 1.35 shock. 

Fig. 16 Numerical and experimental pressure 

traces for Model B subjected to a Mach 1.2 shock. 
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reasonable agreement to numerical methods. Findings from this study confirm that inlets can be used to develop 

profiles that achieve higher pressure amplification at lower depth-to-aperture ratios than simple reflecting profiles, 

which may improve the design of shock focusing devices used in ESWL and other applications. 

Future work would involve testing the compound profiles across a wider range of Mach numbers, improving upon 

the simultaneous pressure measurement and shadowgraph technique employed in this project by decreasing the size 

of the pressure sensor and improving the quality of the reflecting surface to reduce the doubling of flow images. 
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Failure Identification for Passenger Aircraft 
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Passenger aircraft is one of aircraft type that mostly used in last few years. Most of the 
time it follows common mission profile which including takeoff and landing procedure. Those 
two procedures are so critical and it contribute to most of accident happened in recent years. 
In this paper, passenger aircraft will be modeled based on ATR-72 using semi empirical data 
in MATLAB and SIMULINK environment. The aircraft will be simulated as if in takeoff 
condition with few control surface’s performance is degraded and will affect aircraft overall 
performance. To detect the failure, aircraft model will be compared with linear databases 
consist of Kalman Filter bank, and when one of the estimation has the closest responses to 
aircraft model, identification model will determine which mode of failure that occurred at the 
mean time. 

I. Nomenclature 
e = error 
y = measurement 
y* = estimate 
ji = error of i-th estimation model 
f(s) = transfer function 
HM = Hinge moment 
𝛿 = elevator deflection 
𝑥ො = state estimation 
𝑦ො = output estimation 
P = covariance matrix 
Q = process noise matrix 
R = measurement noise matrix 
X = actuator distance traveled 
Z = aircraft position in Z-axis inertial frame 

II. Introduction 
Passenger aircraft is one of aircraft type that mostly used in last few years compared to another type of aircraft 

such as utility, cargo, and others. Most of the time, passenger aircraft fly following common mission profile which 
are engine-on – taxi out – takeoff – climb – cruise – descent – approach – landing – taxi in – engine off. Passenger 
aircraft well known as safest transportation mode beside other transports seen from casualty per distance traveled. 
Even so, there are two phases in aircraft flight that extremely crucial that called Critical Eleven (Magazine, 1990) 
which are takeoff and landing phases. Based on latest report by Boeing, those two phases contribute 63 percent of 
incident with takeoff 14 percent and approach-landing 49 percent as shown in Fig. 1 (Boeing, 2018), so safety 
measurement on those two phases are extremely important to look into.  

 
1 Student, Department of Aerospace Engineering – Faculty of Mechanical and Aerospace Engineering, AIAA Student 
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2 Lecturer, Department of Aerospace Engineering – Faculty of Mechanical and Aerospace Engineering, AIAA 
Professional Member. 
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Fig. 1 Aircraft Incident Data in 2008-2017(Boeing,2018) 

To examine aircraft performance, behavior, and controller parameter needed when failures present, simulation will 
be conducted in MATLAB and Simulink environment with ATR-72 aircraft as the basic model, and actuator modeled 
as transfer function referring to previous research. The actuator itself consist of 4 operation modes which is 
normal/nominal condition, pressure loss, high friction, and floating to imitate common failure that occurred on the 
actuators. The aircraft will be simulated on takeoff condition with elevator actuator performance degrade in a certain 
time. To identify the failure, Kalman Filter (Grimble, 1994) will be used as an estimator to estimate aircraft responses 
when there was a failure as well as to nullify noise, and the amount of Kalman Filter as estimators proportional to 
failure cases because in this method the failures are predefined. To detect the failures, the plant (aircraft non-linear 
model and actuator model) responses will be compared with estimation output from Kalman Filters, when one of the 
estimation output has closest values to the plant it will be detected as failure occurring at the mean time and determine 
which mode of failure that occurred. This method aims to detect and isolate control surfaces failures so that aircraft 
performance will not degrade even there are failures occurred. 

III. Failure Identification with Multimodel Approach 
Failure identification method that used in this paper is multimodel switching and tuning (MMST) which utilized 

linear model to estimate aircraft responses when there is failure occurred (Kumpati S. Narendra, 2003). In this paper, 
linear model that will be used are Kalman Filter with A, B, C, D matrices obtained from linearization of aircraft 
nonlinear model and actuator condition in certain operating point. Because of the failures are predefined, so there will 
be a number of models depends on the failure defined as shown in Fig. 2. 

 

Fig. 2 MMST Block Diagram 

To identify failures, the responses from plant (aircraft and actuator) then compared with estimation of model banks 
and defined as responses error. The model that has smallest error will be selected and the information will be used to 
determine which mode of failure occurred at the mean time. The equation to define error stated in equation (1) with e 
is difference between plant and estimated model, Ji is i-th model error which selected model will be one with minimum 
value of J. But in this paper it will mainly discussed on identification method first, 

 (1) 
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(2) 

A. Failure Model 
In order to depict failure of control surfaces in takeoff phase, this paper will focus on failure of elevator only since 
elevator is one of main control for climbing beside of thrust from the engine. To generate asymmetrical effect on 
failure condition, only one elevator will have failure condition so that it will generate roll rate from elevator deflection 
difference. Based on aircraft model discussed in chapter IV, each elevator will produce lift as well as pitching and 

rolling moment as shown in equation (3)-(5) with term 
ଵ

ଶ
𝜌𝑉ଶ𝑆𝐶ഃ

൫𝛿ೝ
− 𝛿

൯𝑏 = 0 if both elevator deflection have 

same value. 

𝐿 =
1

2
𝜌𝑉ଶ𝑆𝐶 +

1

2
𝜌𝑉ଶ𝑆𝐶ഃ

𝛿 (3) 

𝑀 =
1

2
𝜌𝑉ଶ𝑆𝐶ெ𝑐̅ +

1

2
𝜌𝑉ଶ𝑆𝐶ெഃ

𝛿𝑐̅ (4) 

𝑙 =
1

2
𝜌𝑉ଶ𝑆𝐶𝑏 +

1

2
𝜌𝑉ଶ𝑆𝐶ഃೌ

𝛿𝑏 +
1

2
𝜌𝑉ଶ𝑆𝐶ഃ

(𝛿ೝ
− 𝛿

)𝑏 (5) 

To model the actuators failure condition, first it will be simulated using non linear model which the deflection output 
is a function of deflection command and hinge moment acting on the surfaces as shown in diagram in  and Eq. (3) – 
Eq. (6). Using nonlinear model, it will be simulated on small deflection and hinge moment value to linearize the model 
using Low Order Equivalent System (LOES) so that the model can be represented with transfer function. To validate 
the model, non-linear and linear model disturbed by sinusoidal input and the result presented in Fig. 4 shown 
significantly small difference. 

 

Fig. 3 Non-linear Model Scheme of Actuator (Ndaomanu & Sasongko, 2019) 

𝑋𝑎𝑈 = 𝑓(𝛿) (6) 

𝑋𝑎𝐿 = 𝑓(𝛿) (7) 

�̇�𝑝𝑈 = 𝑋𝑎𝑈�̇� (8) 

�̇�𝑝𝐿 = −𝑋𝑎𝐿�̇� (9) 

 
Fig. 4 Non-linear and Linear Response Comparison 
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Failure case for elevator actuator will be based on related research with 4 operating condition as mentioned in Table 
1. Elevator deflection itself will be affected by deflection command and hinge moment acting on the elevator surface 
as shown in equation (6) with 𝑓ఋ

(𝑠) and 𝑓ுெ
(𝑠) are transfer function representing nonlinear model (Ndaomanu, 

2019). 

Table 1 Actuator Operating Condition 

No Operating Condition 

Case 1 Operating normally/nominal condition 

Case 2 Hydraulic pressure reduced by 50% 

Case 3 Pistion friction 35 times larger 

Case 4 
Both upper and lower actuators are in standby so it is in 

floating condition 

 
𝛿௧௨

= 𝛿ௗ
∗ 𝑓ఋ

(𝑠) + 𝐻𝑀 ∗ 𝑓ுெ
(𝑠) (10) 

Elevator failure case that will be simulated is right elevator will be operating normally while left elevator will 
switching to operating condition 1-2-3-4 each 40 seconds as shown in Fig. 5. Difference between right and left elevator 
deflection on climb openloop flight shown in Fig. 6. Condition 2-3 will have slight difference on deflection while 
condition 4 will deviate abruptly since it cannot be commanded and only depends on hinge moment at the mean time. 

 

Fig. 5 Elevator Failure Case 

 

Fig. 6 Elevator Deflection Difference on Failure Condition (red=right, blue=left) 

B. Identification Model  
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As mentioned in this chapter earlier, identification method will utilize kalman filter to estimate aircraft responses when 
failure occured, so that there will be kalman filter bank model since the failures are predefined. Kalman filter model 
will consist of A, B, C, D matrices as state estimation model with elevator deflection and plant measurement as the 
input. A, B, C, D matrices parameter value are obtained from linearization result of aircraft series with actuator to 
plant model. Kalman filter equation that used to estimate aircraft response on failure is shown in equation (7)-(8), 

𝐿 = (𝑃𝐶் + 𝑁ഥ) 

�̇� = 𝐴𝑃 + 𝑃𝐴் + 𝑄ത − 𝐿𝑅ത𝐿்  

𝑥ො̇ = 𝐴𝑥ො𝐵𝑢 + 𝐿(𝑦 − 𝐶𝑥ො − 𝐷𝑢) 
𝑦ො = 𝐶𝑥ො + 𝐷𝑢 

(11) 

𝑄ത = 𝐺𝑄𝐺்  
𝑅ത = 𝑅 + 𝐻𝑁 + 𝑁்𝐻் + 𝐻𝑄𝐻்  
𝑁ഥ = 𝐺(𝑄𝐻் + 𝑁) 

(12) 

In this simulation case, there will be 4 kalman filter estimator with each estimator has different parameter to emulate 
aircraft response when failure occurred. Identification flow diagram is shown in Fig. 7 with both plant and 
identification models receive same input, but there will be 4 estimated response since there are 4 cases for actuator 
condition. Each estimated response will be compared using equation (1) to define error, and using equation (2) model 
that has minimum value of J will be chosen as closest one with plant. If identification model yield model 1 so that 
there is no failure occure, while otherwise, there is failure occure at the mean time. In this simulation, since the 
difference of actuator failure mode is quite small, the noise defined in this simulation is small as well and the matrices 
related to noise (Q, R, and N) will be defined as identity. 

 

Fig. 7 Failure Identification Flow Diagram 

IV.Numerical Model 

The aircraft modeled in this paper are based on semi empirical data which using DATCOM+ to obtain 
aerodynamical data (Mihaela Florentina Niţă, 2008), and the actuators are based on previous research that representing 
actual model with transfer function (Ndaomanu, 2019)that consist of four operational cases, nominal/normal, pressure 
loss, high friction, and floating as discussed in previous chapter. Below are few aerodynamical data that used in this 
model as well as thrust model which obtained from simulation on X-Plane software as shown in Fig. 8 and Fig. 9. The 
other aircraft data like reference dimension, mass, inertia, are obtained from drawing and other source as shown in 
Table 2. The aircraft simulated numerically in Matlab and Simulink environment represented by nonlinear 
mathematical equation (Allerton, 2009). 

  

Fig. 8 Lift and Drag Coefficient Data 
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Fig. 9 Moment and Thrust Data 

Table 2 Aircraft Model Data 

No Parameters Value Unit 
1 Mass (m) 18000 Kg 
2 Inertia-x (Ixx) 385000 Kg.m2 
3 Inertia-y (Iyy) 719000 Kg.m2 
4 Inertia-z (Izz) 1040000 Kg.m2 
5 Reference Area (S) 69 m2 
6 Wingspan (b) 27.8 m 
7 Mean Aerodynamic Chord (𝑐̅) 2.5 m 
8 Gravity 9.8 m/s2 
9 Atmoshphere ISA Model MKS 

 

As explained in previous chapter that discuss about failure identification, it will utilize Kalman Filter as an 
estimator that estimate plant (aircraft+actuator) response, here the aircraft model will be linearized at several operating 
point (speed and altitude) to represent nonlinear model (The MathWorks, 2020) and series with actuator model to 
produce estimation model with aircraft and actuator dynamic included. To validate estimation model, both plant and 
estimation model response will be compared by disturbing both model with elevator impulse as shown in Fig. 10 and 
the responses shown in Fig. 11 which have similar responses both its magnitude and dynamics in nominal condition. 

 

Fig. 10 Elevator Impulse to Test Both Model Responses 
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Fig. 11 Plant and Identification Model Responses Comparison in Nominal Condition 

V. Simulation Result and Analysis 
 

In this simulation case, fail identification method will be tested in openloop climb case first with aircraft flying in 
steady climb flight in nominal condition and then elevator actuator condition will be degraded and asymmetrically 
every few seconds that affect aircraft flight variables. The block diagram of fail identification presented below with 
both plant and identification model receive same input with identification model parameters are based on linearization 
result with dynamics of aircraft and actuator represented in Kalman Filter model. The implementation of this block 
diagram in Simulink also presented below with ‘u’ and ‘y’ are input and measurement from plant..  

 

 

Fig. 12 MMST Subsystem in Simulink Environment 

Here are the results of open loop case study with elevator actuator failure is asymmetrical. The failure case will be 
determined as actuator condition goes from condition 1 until 4 each 40 second. From IMU sensor, the variables that 
will be observed are pitch rate(q), roll rate(p), and yaw rate(r) since elevator failure will mostly affect body rate. In 
Figures below, roll rate output from estimation model has different value for each failure case and the result of 
identification can determine which failure that occurred at the mean time. For fourth case there is spike on the roll 
rate, it is caused by elevator cannot be given any command so that hinge moment at the mean time makes failed 
elevator suddenly deflected with such a large value.  
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Fig. 13 Plant and Estimated Response for Roll Rate 

 

 

Fig. 14 Error Response of Roll Rate from Identification model 

 

 

Fig. 15 Identification Result for Asymmetrical Openloop Case 
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Fig. 16 Aircraft Trajectory in Z direction (blue=nominal, red=fail sequentially) 

Using multimodel method which utilize predefined kalman filter estimation model it shows that identification model 
can identify failure on asymmetrical elevator deflection on openloop climb flight based on IMU sensor(body rate) 
data that shows increased value of roll rate when there is failure on one of elevator as shown in Fig. 13. Aircraft roll 
rate for each identification model has different value since each elevator operating condition result in different value 
of deflection as well. Using equation (2) (first error criteria) it can be seen that when plant has similar value to certain 
identification model the error will close to zero as shown in Fig. 14. So that based on calculation of error response for 
4 identification model, minimum value from those model will be selected to identify which mode of error that 
occurring at the moment as shown in Fig. 15. In this result as well when there is asymmetrical failure on one elevator, 
not only body rate that affected, it will affect aircraft climbing performance as well especially when failure condition 
4 occurred as shown in Fig. 16 that aircraft altitude will drop rapidly while failure mode 2 and 3 yield slightly 
difference climbing performance 

VI. Conclusion 
In this paper there are already discussed about aircraft failure identification method and its result on climbing phase 

of flight. The method that used to identify failure is multimodel approach which the model parameter obtained from 
linearization of aircraft and actuator condition so that each identification model will represent plant failure on certain 
condition. Aircraft variable that used for identification is body rate from IMU sensor since control surface mainly 
affect aircraft body rate. The result of simulation in Matlab and Simulink environment shows the method can identify 
asymmetrical deflection on elevator while climbing. Further research needed to finely tune feedback parameter to 
maintain aircraft performance when there is failure occurred so that the aircraft can climbing or return to origin safely. 

References 

 

[1]. Allerton, D. (2009). Principles of Flight Simulation. Chichester, UK: John Wiley and Sons. 
[2]. Boeing. (2018). Statistical Summary of Commercial Jet Airplane Accidents Worldwide Operations | 1959 – 

2017. Seattle: Aviation Safety, Boeing Commercial Airplanes. 
[3]. Grimble, M. (1994). Robust Industrial Control: Optimal Design Approach for Polynomial Systems. Prentice 

Hall. 
[4]. Kumpati S. Narendra, O. A. (2003). Adaptive Control Using Multiple Models, Switching, and Tuning. 

International Journal of Adaptive Control and Signal Processing, 1-16. 
[5]. Lewis, F. (1986). Optimal Estimation. John Wiley & Sons, Inc. 
[6]. Magazine, T. E. (1990). CABIN CREW SAFETY. FLIGHT SAFETY FOUNDATION. 
[7]. Mihaela Florentina Niţă, P. D.-I. (2008). Aircraft Design Studies Based on the ATR 72. Brno: Brno University 

of Technology. 



10 
 

[8]. Ndaomanu, Y.A, Sasongko, R. A. (2019). LOES Derivation of Non-Linear Actuation System for Flight 
Control Synthesis Purpose. Proceedings of the 2019 IEEE 6th Asian Conference on Defence Technology, 
ACDT 2019, 142-148. 

[9]. The MathWorks, I. (2020). Linearize Nonlinear Models. Retrieved from Mathworks: 
https://www.mathworks.com/help/slcontrol/ug/linearizing-nonlinear-models.html 

 
 



1 

 

RLS-based Indirect Adaptive Model 

Predictive Control for a MIMO Aircraft 

Flight Dynamic Model 
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Adaptive model predictive control (adaptive MPC) combines parameter adaptation and 

control input calculation feature as an integrated control method. Parameter adaptation uses 

system past output-input series to construct equivalent model of the system with specific 

configuration and environment condition. Then, control input is calculated by minimizing the 

cost function formulated as system model-based prediction error of the output to its reference 

in certain window horizon. Moreover, the optimization also considers system constraints, e.g. 

input amplitude and incremental input constraints are used in this paper. Therefore, obtained 

control input is calculated based on model with lower level of model mismatch compared to 

unadjusted model. Furtherly, the controller can be utilized for broader configurations and 

conditions. This advantage motivates the usage of adaptive MPC in aerospace engineering, i.e. 

aircraft may fly in unideal conditions and various configuration. In this paper, recursive least-

squares (RLS) is selected as parameter adaptation method. RLS is used to estimate system 

model parameter as state-space model which refers to indirect scheme of adaptation process. 

However, all state variables must be available. This consequence is resolved by assuming all 

state variables are measured. ADMIRE linear model is used as aircraft flight dynamic model 

for this paper purpose. 

I. Nomenclature 

A(k), Â(k) = actual and estimated state matrix 

a = Laguerre poles 

B(k), B̂(k) = actual and estimated input matrix 

Δu = incremental input vector 

KRLS = RLS gain 

N = number of Laguerre expansion terms 

Nc = control horizon 

Np = predicted horizon 

φ = regressor matrix 

r(k) = reference signal 

θ̂ = estimated parameter vector 

u(k) = input vector 

x(k), �̂�(k) = actual and estimated state vector 

y(k) = output vector 
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II. Introduction 

Model predictive control (MPC) is advanced control method that utilizes system model to predict how the system 

behave in the future as the basis of control input optimization. MPC optimizes the control input online for every time 

interval based on several prediction points of system output. This control method becomes current interest of academic 

and industrial fields [1]. The reasons why MPC becomes current interest are (1) input-output constraints are able to 

be directly included in formulation, (2) MPC is able to handle diverse system models and types, (3) providing optimal 

control online, (4) ability to handle uncertainty effectively, and (4) easily reconfigured as applied control objective  

[1-3]. Based on those advantages, MPC can be implemented for broad system configurations and conditions. 

Furthermore, to enhance the capability of uncertainty handling, adaptation mechanism can be added to MPC to form 

adaptive model predictive control (AMPC) [2]. An example of the areas that has various configurations and conditions 

in its operation is aerospace engineering. Aircraft may fly in unideal environment or experience actuator fault that 

alters aircraft behavior. 

 Several researches related to adaptive MPC have been performed. There are several parameter adaptation methods 

applied to support adaptive ability. Set membership identification was applied by Tanaskovic et. al. as the adaptation 

method for linear time varying systems [4]. Zhu et. al. [5] and Dhar et. al. [6] implemented gradient descent to adjust 

system parameters model for MPC problem without and with constraints, respectively. Dual MPC for finite impulse 

response (FIR) systems was developed by Heirung based on recursive least-squares [7]. Moreover, Schofield [8] and 

Mardi [9] developed adaptive MPC based on subspace identification.  

 In this paper, recursive least-squares (RLS) is selected as parameter adaptation feature with indirect scheme. RLS 

is used to adjust system parameter model based on available state and input variables information. The state variables 

are assumed available through measurement. MPC is utilized to perform reference tracking as state-feedback 

controller by considering input and its incremental constraints. To sum up, adaptive MPC is constructed to control 

linear time-varying aircraft model with input-related constraints hence aircraft behaves as desired reference.  

 This paper is arranged as follows. Problem statement of this paper is presented in Section III. Afterward, 

formulation of adaptive model predictive control is discussed in Section IV. Then, Section V describes the simulation 

example and its results. Lastly, conclusion is described in Section VI. 

III. Problem Statement 

Suppose that aircraft dynamics is represented as deterministic linear time-varying (LTV) dynamics model in form 

of discrete-time state-space which is expressed by 

 
( ) ( ) ( ) ( ) ( )

( ) ( )

1x k A k x k B k u k

y k Cx k

+ = +

=
 (1) 

where x(k) ∈ ℝl is system state vector, u(k) ∈ ℝp is system input vector, and y(k) ∈ ℝq system output vector. A(k) ∈ 

ℝn×n and B(k) ∈ ℝl×p are system state and system input matrix at time k and initially assumed as known parameter, 

while C ∈ ℝ𝑞𝑥𝑙  is system output matrix which is known and constant along the time. It is assumed that the pair of 
[A(k) B(k)] is controllable and the pair of. [A(k) C] is observable. The controller is constructed as state-feedback which 

the state variables are supposed to be available by measurement. The presence of controller is to manipulate system 

output hence its value tracks the desired reference r(k) with the presence of system input and its incremental constraints 

as presented below. 

 ( ) ( )y k r k→  as k →  (2) 

 ( ) ( )min max min max;u u k u u u k u        (3) 

To implement integral part in model predictive control formulation, the state-space is formed as augmented state-

space with incremental input vector Δu(k) as follows [1]. 

 
( ) ( ) ( ) ( ) ( )

( ) ( )

1A A A A

A A A

x k A k x k B k u k

y k C x k

+ = + 

=
 (4) 
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( )

( )

( )

( )

( )

( )

( )
( )

( )
( )

( )

1 T

q q

q q

x k A k o x k B k
u k

y k CA k I y k CB k

x k
y k o I

y k





  +     
= +       
       

 
 =   

 

 (5) 

Where o is (q×l) zeros-vector and Iq×q is (q×q) identity matrix.  

For adaptation mechanism purpose, estimated state x̂(k) of the system is represented as multiplication of regressor 

matrix φT(k-1) and estimated parameter vector θ̂(k) [10-11]. 

 ( ) ( ) ( )ˆˆ 1Tx k k k = −  (6) 

Where φT(k)=[X̂m(k) Um(k)] and θ̂(k)=[atot btot]. Those variables are furtherly explained in Section IV.B. 

IV. Adaptive Model Predictive Control for MIMO Systems 

A. Adaptive Model Predictive Control Architecture 

In this paper, adaptive model predictive control is constructed based on indirect scheme of adaptation mechanism. 

It means adaptation law is aimed to adjust the system parameter matrices �̂�(k) and �̂�(k) when adaptation condition is 

met. Output matrix C is assumed to be known along simulation time. This following figure shows the architecture of 

developed adaptive model predictive control program. 

 

 

Fig. 1 Architecture of developed adaptive model predictive control program. 

There are three main blocks describing the developed program: aircraft flight dynamic model, RLS, and MPC 

blocks. Aircraft flight dynamic block represents the dynamics of the aircraft system using continuous-time state-space. 

Output vector y(k-1) or it can be seen as state vector x(k-1) from the aircraft is discretized by sampling the value for 

every k. The sampled value then is utilized by RLS and MPC blocks. RLS block (recursive least-squares block) is 

used to estimate system parameter matrices Â(k) and B̂(k) based on input-output data. This block then broadcasts the 

updated/adjusted parameters to MPC block which are used to calculate input u(k). Lastly, MPC block (model 

predictive block) calculates input 𝑢(𝑘) by optimizing prediction of the system future response based on injected 

system parameters which performed by predictor and optimizer subsystems. The optimalization of incremental input 

Δu(k) is performed by considering how long the future is predicted (represented by prediction horizon Np and control 

horizon Nc), input device constraints, and weighting matrices of error xf(k). 
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B. Recursive Least-Squares as Adaptation Law 

The estimated state x̂(k) which corresponds to Eq. (1) is described as 

 ( ) ( ) ( ) ( ) ( )ˆ ˆˆ ˆ1x k A k x k B k u k+ = +  (7) 

where Â(k) and B̂(k) are estimated state matrix and estimated input matrix, respectively. As presented earlier in Eq. 

(6), estimated state x̂(k) is also able to be described as 

 ( ) ( ) ( )ˆˆ 1Tx k k k = −   

where x̂(k)=[x̂1(k) x̂2(k) ⋯ x̂q(k)]T, φT(k)=[X̂m(k) Um(k)] , and θ̂(k)=[atot btot]
T. The notations X̂m(k) and 

Um(k) are defined as 

 ( )

( )

( )

( )

( )

( )

( )

( )

2

ˆ 0 0 0 0

ˆ0 0 0 0ˆ ;

ˆ0 0 0 0

T T

T T

q q q pq

m m

T T

x k u k

x k u k
X k U k

x k u k

 

   −
   

−   =  = 
   
   

−      

  

Then, the notations atot and btot are defined as  

 1,1 1, 2,1 , 1,1 1, 2,1 ,;tot q q q tot p p pa a a a a b b b b b   = =      

The definitions of regressor matrix φT(k) and estimated parameter vector θ̂(k) shown above are built to consider 

the interaction between each state variable and all inputs [11] which becomes the characteristics of multi-input, multi-

output (MIMO) system. Actually, ARX-model can also represent MIMO model as combination of several multi-input, 

single-output (MISO) systems [12]. However, in indirect scheme, this method is possible to generate non-minimal 

realization model which has different matrices Â(k) and B̂(k) dimension compared to the actual parameter dimension. 

Afterward, the estimated parameter vector θ̂(k) is calculated using recursive least-squares (RLS) with forgetting 

factor method. The RLS with forgetting factor method is presented as follows.  

 ( ) ( ) ( ) ( ) ( ) ( )ˆ ˆ ˆˆ1 1T

RLSk k K k x k k k    = − + − −
 

 (8) 

 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
1

1 1T

RLSK k P k k P k k I k P k k    
−

 = = − + −   (9) 

 ( ) ( ) ( )
( )1

T

RLS

P k
P k I K k k



−
 = −   (10) 

Where P(k) ∈ ℝl×l is estimated parameter covariance matrix and λI is multiplication of forgetting factor and identity 

matrix (I ∈ ℝ(q2+pq)×(q2+pq)). 

From the RLS method, estimated parameter vector θ̂(k) is obtained and should be formed as estimated parameter 

matrices Â(k) and B̂(k). The estimated parameter matrices are reformed as 

 ( ) ( )
1,1 1, 1,1 1,

,1 , ,1 ,

ˆ ˆ;

q p

q q q q q p

a a b b

A k B k

a a b b

   
   

= − =   
   
   

 (11) 
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C. Model Predictive Control Design for Estimated Model 

Incremental input Δu(k) is calculated based on estimated system [Â(k) B̂(k)] by optimizing a cost function J with 

considering applied constraints. The formulation of model predictive control is referred to Ref. [1]. After the estimated 

system is obtained, augmented state-space is formed as referred to Eq. (4). Afterward, the prediction of future state 

variables is described as 

 

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

2

1 2

ˆ ˆˆ ˆ1|

ˆ ˆˆ ˆ2 | 1| 1

ˆ ˆ ˆ ˆˆ 1

ˆ ˆ ˆˆ ˆˆ ˆ| 1

ˆ ˆ 1

p p p

p c

A A A A

A A A A

A A A A A

N N N

A p A A A A A A

N N

A A c

x k k A k x k B k u k

x k k A k x k k B k u k

A k x k A k B k u k B k u k

x k N k A k x k A k B k u k A k B k u k

A k B k u k N

− −

−

+ = + 

+ = + +  +

= +  +  +

+ = +  +  + +

+  + −

 (12) 

Then, to compute the value of incremental input Δu(k) without excessive computational burden due to prediction 

stage calculation which depends on prediction horizon Np and control horizon Nc, incremental input Δu(k) is defined 

as Laguerre networks which have orthonormal property. 

 ( ) ( )
T

u k i L i  + =  (13) 

Where L(k) is Laguerre network and η is Laguerre coefficients. Then, cost function is formulated as 

 ( ) ( ) ( ) ( )
1

ˆ ˆ| |
pN

T T

A r A r

i

J x k i k x k Q x k i k x k R 
=

 = + − + − +         (14) 

Where Q and R are weighting matrices. ΔU and xr(k) are incremental input vector and reference signal vector as 

 ( ) ( ) ( ) ( ) ( ) ( )11 1 ; 0 0

T

T
T T T

c r q

n q

U u k u k u k N x k r k r k
 
  =   +  + − =

   
 

  

The variables a and N are Laguerre poles and number of Laguerre expansion terms to define Δu(k). The value of a 

must be 0 ≤ a < 1. Afterward, to obtain optimal Δu(k) at k, estimated state of augmented state matrix x̂A(k) in Eq. (14) 

is substituted by Eq. (12). Afterward, first derivative of the result which is equal to zero yields  

 ( ) ( )ˆ
A rx k x k = − −    (15) 

Where 

 

( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

1 1
1 1

1 0 0

1
1

1 0

ˆ ˆˆ ˆ

ˆ ˆˆ

p

p

TN i i
i j T i j T

A A A A

i j j

N i
i j T i

A A A

i j

A k B k L j Q A k B k L j R

A k B k L j QA k

− −
− − − −

= = =

−
− −

= =

   
 = +   

   

 
 =  

 

  

 

  

 Hence, incremental input Δu(k) has formed as ( ) ( )0
T

u k L  =  when constraints are met. However, if input and 

incremental input constraints are considered, the value of incremental input sequence ΔU needs to fulfill this following 

inequality. 
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( )

( )
2 min 1

2 max 1

min

max

1

1
c cN p N p

C U C u k

C U C u k
U with I

I U

I U



− − + −  
  

− −     
  − −
  

    

 (16) 

Where 

 1 2

0 0

0
c c cN p p N p N p p p

I I

I I I
C and C with I

I I I I

  

   
   
   =  =  
   
   
   

  

The inequality shows in Eq. (16) is solved using Hildreth’s quadratic programming procedure [1]. 

D. Adaptive Model Predictive Control Algorithm 

In this paper, adaptation mechanism of adaptive model predictive control is based on recursive least-squares 

method with forgetting factor. The adaptation feature requires all state variables information at time k to construct 

system parameters with suitable dimension n. Therefore, the assumption that state variables is available from 

measurement is used. The adaptation feature is run continuously to calculate the estimated parameter. However, the 

estimated parameter is utilized by the controller and the several steps of future state estimation when the estimated 

parameter error is lower than its threshold εθ. The algorithm is presented in Fig. 1 and summarized as follows. 

a) At time k = t0, initialize parameter covariance matrix P, input vector u(t0) estimated system vector θ̂(t0) as 

available information of estimated system matrices [Â(t0) B̂(t0)]. 

b) At time k, collect estimated state variables x̂(k-1) and system input u(k) to calculate estimated parameter 

vector �̂�(k) using Eqs. (8)-(10). 

c) Update estimated system matrices [Â(k) B̂(k)] as shown in Eq. (11) if estimated parameter error is lower than 

estimated parameter error threshold εθ. 

d) Calculate and implement u(k) based on estimated system matrices [Â(k) B̂(k)] using Eqs. (15)-(16). 

e) Continue to next k and go to step b. 

V. Simulation Example 

A. Aircraft Linear Model and Simulation Scenarios 

Aircraft linear model for this purpose is ADMIRE model (ADMIRE ver. 3.4h 2003) which is developed and 

maintained by Swedish Defence Research Agency (FOI) [13]. The linear model is trimmed at Mach 0.22. altitude 

3000 m. This aircraft model is equipped by canard, right-elevator, left-elevator, and rudder as its control devices 

(u=[δc δre δle δr]
T). The dynamics of aircraft is modelled as function of x=[α β p q r]T. The state and 

input matrices at this condition are described as follows. 

 

0.5432 0.0137 0 0.9778 0 0.0069 0.0866 0.0866 0.0004

0 0.1179 0.2215 0 0.9661 0 0.0119 0.0019 0.0287

;0 10.5128 0.9667 0 0.6176 0 4.2423 4.2423 1.4871

2.6221 0.0030 0 0.5057 0 1.6

0 0.7075 0.0939 0 0.2127

A B

− − − 
 

− − −
 
 = =− − −
 

− − 
 − − 

532 1.2735 1.2735 0.0024

0 0.2805 0.2805 0.8823

 
 
 
 
 

− − 
 − − 

 (17) 

Each control device performance is limited by its deflection amplitude and deflection rate shown as follows. 

 
min max

min max

55 30 30 30 ; 25 30 30 30

50 / 150 / 150 / 100 / ; 50 / 150 / 150 / 100 /

T T
o o o o o o o o

T T
o o o o o o o o

u u

u s s s s u s s s s

   = − − − − =   

    = − − − −  =   

 (18) 
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This aircraft linear model has a pair of complex poles and three real poles. Its poles are [-2.1258, 1.0769, -0.1990, 

-0.5491±5.2731i]. By separating the model for its longitudinal and lateral-directional axes, it is known that the first 

two poles represent longitudinal and the rests are lateral-directional. Hence, the unstable pole comes from longitudinal 

axis behavior. In this paper, simulation is presented for comparing aircraft response by equipping model predictive 

control only and adaptive model predictive control. Sideslip angle β, pitch angle θ, and yaw rate r are selected as the 

controlled states. At initial time, system parameters A(k) and B(k) are known. Therefore, to trigger the adaptation, at  

t = 30s, the aircraft right elevator δre performance decreases into 60% of its initial performance. The aircraft is 

controlled to have square wave trajectory of its pitch angle with zero sideslip and yaw angle. Hence, the aircraft is 

expected to have straight level flight with minimum horizontal deviation even though there may be forces and 

moments difference due to inequal value of right and left elevator input matrices components as initial one. 

For this simulation, the controller parameters are chosen as Np = 30, Nc = 15, a = 0.3, and N = 8. While for the 

parameter estimation, the parameters are λ = 0.95, P0 = 100I, and εθ = 1E-4. Lastly, the weighting matrices for 

optimization process are Q = 1I and R = 2I. Afterward, the comparisons are done qualitatively by observing the plot 

and also quantitatively using measures of integral squared error (ISE), integral absolute error (IAE), and integral time-

weighted error (ITAE) [14]. 

 

( ) ( )( )

( ) ( )

( ) ( )

2

r

r

r

ISE x k x k dk

IAE x k x k dk

ITAE k x k x k dk

= −

= −

= −







 (19) 

B. Comparison of Model Predictive Control and Adaptive Model Predictive Control 

To identify advantage of adaptive model predictive control (AMPC) over model predictive control in case of 

system parameter change, this subsection presents the simulation results when the input matrix which corresponds to 

right elevator value changes at t = 30s. From Fig. 2, MPC and AMPC are able to maintain the aircraft as desired value 

even though the input matrix change appears. Fig. 3 presents full version of output variables comparison between 

aircraft with MPC-only and AMPC equipped. The differences are clearly seen since t = 60s when the parameter 

estimation have obtained the condition of estimated parameter error threshold. Both MPC and AMPC generates new 

equilibrium point when the aircraft input matrix and reference signal changes, also the estimated parameter converges.  

 

 

 

Fig. 2 Comparison between MPC and Adaptive MPC with fully measured state variables: aircraft state (left) 

and input variables (right). 
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By observing the state variables, AMPC has superiority to quickly damp the controlled states to its desired value 

or the response has shorter settling time. Furthermore, from Table 1, IAE and ITAE values of AMPC are lower than 

MPC’s even though its ISE value is higher than MPC’s. It means that AMPC may be able to decrease the deviation 

between actual and desired value in shorter duration. However, this characteristic makes AMPC’s ISE value of pitch 

angle θ bigger since AMPC has longer rise-time and pitch angle θ has big value which create higher square deviation. 

Afterward, by comparing input variables performance using sum of square-manipulated variables [15] 

 2

0

fink

k

u
=

  (20) 

it is known that the performance for MPC and AMPC are 3448.77 and 3077.72. It means AMPC is more efficient in 

manipulating the input device compared to MPC. This characteristic is the advantage of parameter adaptation usage 

that creates model with lower model-mismatch level compared to unadjusted version used by MPC. 

Table 1 Quantitative comparison between MPC and AMPC equipped aircraft. 

 ISE IAE ITAE 

State MPC AMPC MPC AMPC MPC AMPC 

β 29.34 16.61 12.09 8.33 640.76 407.23 

r 5.25 3.21 5.56 3.96 295.88 195.40 

θ 2647.71 2696.99 104.41 103.36 4735.07 4665.34 

 

 

  

Fig. 3 Comparison between MPC and Adaptive MPC with fully measured state variable: output variables. 

 

 

Fig. 4 Parameter estimation history. 
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Parameter estimation history is presented as quadratic value of estimated parameter vector θ̂(k). In Fig. 4, it can 

be seen that system parameter starts adjusting at t = 50s and convergent around t = 61s. However, the effect of this 

adjustment is seen clearly after t = 60s. From this paper, it means the adaptation process is performed and the advantage 

of adaptation is able to be observed if there is change of reference value. 

VI. Conclusion 

In this paper, adaptive model predictive control with assumption of all state variables are measured or estimated 

is discussed. The control objective in this paper is reference tracking with varying reference signal and input 

constraints. The applied adaptation mechanism is based on recursive least-squares with forgetting factor for MIMO 

system. The adaptation mechanism injects new estimated parameter matrices in indirect scheme. To provide state 

variables for adaptation purpose, it is assumed that aircraft is able to measure all state variables. In this paper case, 

aircraft with AMPC equipped has better performance in terms of IAE and ITAE, also its input variable performance. 

Its ISE has higher value than MPC’s as the result of big reference tracking and longer rise-time of pitch angle θ. 

To obtain more knowledges about the advantages and application of adaptive MPC, these two future works may 

be performed: (1) usage of observer to provide aircraft unmeasured state variables and (2) application of adaptive 

model predictive control for nonlinear aircraft model. 
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A Swashplateless Bicopter Using Underactuated Propulsion
Unit

H. Guan∗

University of Sydney, Camperdown, NSW, 2008, Australia

In this paper a platform design, system implementation and prototyping of a swashplateless
bicopter using underactuated propulsion is presented. The vehicle achieves attitude and trans-
lation motion control authority through two groups of propellers. The only two actuators are
pulse modulated torque main drive, and no extra actuators are required in this design. In the
end of this paper, a comparison was made between the component weight fractions of typical
multi-copters and current prototype.

I. Introduction

Vertical take-off and landing unmanned aerial vehicles (VTOL-UAVs) are recently becoming publically focused for
multiple directions including surveillance, rescues, agriculture [1] or even recreations. They have high applicability

in wide ranges of researches, industries and departments [2] [3]. For missions when a hovering platform or an aerial
operator is required but highly constrained by terrain, risks or costs, small sized VTOL UAV platforms are usually
the best choices. Among VTOL platforms miniature sized UAVs especially quad-rotors are also options for indoor
operations [4]. Typical classes of autonomous VTOL platforms are either single-rotor copters or multi-rotor copters.
Platform with only one or two rotors usually has designs with more complex structures to contain extra actuators to
fulfill its control. Fully articulated rotors usually involves swashplate mechanisms [5]. In most of the current situations,
multi-copter platforms are the focused ones among all options due to its higher mechanical and structural simplicity as
well as the simplicity of its controller design[6]. In 2013, a prior research was first done by James Paulos for a type of a
single degree of freedom (DoF) underactuation rotor blade without using swashplate mechanisms[7], which shows the
feasibility to design a MAV with greatly reduced complexity. In later developments, a further developed rotor design
concept involves an additional teetering hinge[8]. In the prior researches, the MAV platform was designed in coaxial
layout. In this work a different design principle is used to design the underactuated swashplateless UAV. Under the same
design principle, the platform usually need a distinctive outer-ring landing gear for VTOL missions. In 2019, another
team reviewed the dynamics of the same design, calculated and validated its stability boundary[9].

Following a similar process, the practicality, manufacturability and applicability is considered during the platform
design, system integration and prototyping. In many cases, mission that miniature or micro sized VTOL-UAVs are
deployed missions carrying payload with specific requirements, i.e. cameras that requires an open operating line of
sight or carrier bay with ease of access. Typical twin rotor platforms aim for ground missions are either fore-back layout
(Tandem rotors layout as Chinook) or left-right rotor layout (Tilt-rotor layout as Osprey), while under coaxial propulsion
category, helicopters such as Sikorsky (Top located paired counter rotor) also has high adaptability to situations with
ground missions.

Aiming for high structural simplicity, the underactuation active control method for thrust vectoring is using modulated
torque that pulse a cycle per revolution. However, the design supports using identical multiple rotor blades without
changing blade pitch for control. Therefore, the kinematic model in this design is highly similar as 2-DoF thrust
vectoring tilt-rotors instead of cyclic pitch helicopter rotors. This characteristics further reduces the limitations and
possible difficulties for its application on other platforms.

The concept of operation will be described in Section III with sketches. In Section IV, the externally sourced
materials for the construction of prototype is listed. Section V shows the platform design and discuss the design
principles of such platform. The comparisons of the mass budgets between different platforms is stated in Section VI.
The applicability and manufacturability of the platform is evaluated in section VII. Finally, the article is concluded in
Section VIII.

∗MPhil Student, School of Aerospace, Mechanical and Mechatronic Engineering, Student Member AIAA.
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II. Operation Concept
Designing bi-copter propulsion layout has multiple aims. From the operation concept, the bi-copter is able to

take-off and land with conventional landing gear and operation attitude. Around it’s hovering point, the platform is also
applicable to an attitude linearized model of a vectorized (tiltrotor) propulsion. The detailed control concept of the
platform is as shown in figure 1. Overall, the roll pitch and yaw control for the system can be obtained from thrust
vectoring differences between two rotors. The platform altitude is controlled through both rotors’ thrust, the planar
motions are controlled by the rolling, pitching and yawing of the system. Yaw control authority is achieved by having
different vectoring on both rotors.

Fig. 1 Bicopter attitude motions stabilization principles.

From the experiment attitude control of Bi-Rotor tilt-rotor UAV design by Christos Papachristos, the linearized
attitude dynamic model of this platform can be obtained given the platform (tilt-rotor model) inertial parameters,
including its roll, pitch and yaw subsystems[10]. Using this process, a PID (In Papachristos’s model for conventional
tilt-rotors, a PD controller is also applicable) controller model for tilt-rotor bicopter can be implemented for its hovering
state. However, to fly the new platform like a typical rotorcraft, it needs a signal mapping model from input (usually
linearly mapped) to its tilt-rotor angle (related to amplitude and rotation speed), the relation of pulse torque amplitude
and the equivalent rotor tilt angle is mapped through tests and shown in figure 2a with a limited maximum modulation
amplitude. Maintaining same average voltage, the amplitude of rotor tilting changes along a linear line. Taking
consideration of the change of rotor speed, figure 2b can be derived to represent the change of rotor tilt angle given rotor
voltage and amplitude in this design. Therefore, the slope of field in figure 2b (A 2D data of rotor tilting) is written in
the signal converter to ensure that when motor average speed (voltage difference induced due to roll commands) does
not impact rotor tilt-angle.

This conversion indicated that a bridging electronic can be integrated to convert the control signal of an underactuated
rotor into a similar model that is applicable on other open-source autopilots to operate as a tilt-rotor platform. Although
the stabilized signal-to-angle model has been addressed, during the laboratory experiments for hovering, a time-response
model difference was identified between actuator-connected rotor-tilting and underactuated rotor-tilting, which as a
result observed reduces the effective control frequency from the flight controller to the platform and thereby affects
the correct PID gain value to stabilize the platform as derived from conventional tilt-rotor platforms. Currently, the
hovering PID gain values were obtained by manual tuning during its hovering state. A detailed parameter-based solution
to optimize rotor time-response will be discussed in future work.

2



(a) Amplitude signal to rotor tilt-angle map. (b) Contour of tilt-angle for Amplitude to Average voltage.

Fig. 2 Rotor tilt mapping from experimental data.

III. Material Preparation
Using the underactuated propulsion allows a platform design to be built as shown in figure 3. It has axial distance of

226mm between both rotors. The rotor diameter is 135<< and the disk area is 286.1 2<2. The overall weight of the
prototype is 341 grams including the battery which is 108 grams. To prototype this platform, the listed materials below
are sourced externally:

1) Motors: two IQ motion 2306 speed module with pulse modulation firmware.
2) Rotor blades: six 5"x3" fold-able propeller for generic multi-copters (Pairs of CW/CCW 5"x3" propeller x3).
3) Flight controller: Pixfalcon (FMUv2) flight controller (Bi-copter tilt-rotor firmware).
4) Evaluation (Bridging) board: Arduino Mega 2560 dev board.
5) WiFi Module: ESP8266 WiFi module.
6) Battery: 3 Cell 1000mAh Lipo Battery Pack.

Fig. 3 Bicopter UAV with only two underactuated propulsion unit as actuators.

In current prototype, pulse modulation firmware specialized IQ motion 2306 speed module is selected as the pulsed
torque generator. Although the pulse modulation from a motor can be generated from other sources, considering for the
prototyping step, using identical existing motors and control the modulation signal with firmware can eliminate the
impact of construction error. Given the fact that self-made rotor mechanism is used in the design, during prototype
testing, with same signal for both rotors, reasons for any different behaviors between these rotors can be quickly identified
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Table 1 Component mass summary of the Underactuated Swashplateless Bicopter

Component mass
Underactuation mechanism and propellers 2×10 grams

Power distribution board with wired XT60 connectors 22 grams
Flight controller 16 grams

IQ2306 Motor (with ESC) 2×38 grams
Evaluation Board 37 grams

1000mAh 3-Cell Lithium polymer battery 108 grams
Main structure (Plate) 33 grams

Undercarriage (Landing gear frame) 9 grams
ESP8266 (Wifi Module) 7 grams

Misc. hardware (RC Receiver, other connectors, wires, cable-ties etc.) 13 grams
Total mass 341 grams

and resolved. With identical motors, the modulation-to-angle amplitude can be measured with identical models for
both motors which simplifies the calibrating procedure. Each IQ2306 motor has weight of 38 grams, integrating an
electronic speed controller (ESC) and Hall effect sensor with capability to read the orientation of the motor shaft and
therefore form a feedback control loop within the motor unit.

In this work, Arduino 2560 Mega is used as the evaluation board which is oversized for total connections required in
the design in exchange for ease of platform assembly and disassembly in multiple design cycles. In terms of connections,
it requires a group of digital ports to communicate with flight controller (4 pins) and two pairs of serial ports to
communicate with IQ2306 motor ESCs. In fact, using a bridging board with capability of two pairs of UART connectors
is functionally equivalent. Such as using Teensy 3.2 is able to save up to 30 - 40 grams of weight from avionics and
connecting wires. However, adaptability is considered more important in first design cycle.

The evaluation board has two important roles under this circumstances. The first function is to connect between the
motor and the source of signal (Evaluation board) using IQ Motion Control communication package. The control signal
has different protocols comparing with that the open source autopilot can generate, as it contains data of rotor speed,
rotor modulation direction and amplitude on one serial port. Using a bridging evaluation board, without changing the
format of autopilot I2C ports or UART ports, the control signal can be mapped and processed by bridging board.

The second function is to integrate the control mapping of tilt-rotor models in flight controllers, the evaluation board
carries the mapping model for equally spaced rotor-tilt angle to voltage-amplitude map as shown in figure 2b.

IV. Platform Design and Prototyping
Since the design principle of this platform is to aim for the high structural simplicity. The structural component of

platform is modelled as a single rigid plate. For most multi-copters, this structure is also solid but with higher geometric
complexity. In rotor mechanisms, multiple individual components are required, however no actuation is to be integrated
among the rotor components therefore 3D printed parts are selected during prototyping.

In current prototype, the platform main structure has uniform thickness 5.5 <<. Structure (planform view) CAD
model is as shown in figure 4. The weight of component for the assembly including both self-made material and
externally sourced materials are listed in table I.

In this prototype, the avionics are mounted near the center of main structures (refer to figure 3 and 4). The overall
connections between each components are illustrated in figure 5. The hovering power of this platform under current
design point (Take-off weight 341 grams without extra payload) is measured over 5 runs that hovers for average 2-3
mins. The mean power consumption of the platform in its hovering state is around 60-70 Watts. In future design cycles,
the platform design will take further consideration of optimising forward flight performance.
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Fig. 4 Underactuated Bicopter main structure planform.

Fig. 5 Underactuated Bicopter main hardware diagram.

V. Mass Budget Comparisons
Since the mass distribution on current platform is generally affected by first design cycle procedures. It dose not

have high validity to compare avionics weights fractions with other types of platform. However, considering the weight
of excess avionics weight combined with misc. materials as payload, the overall weight of the platform provides a
relatively firm comparisons with quad-copters. In the survey for typical quad-rotor platforms, the heaviest part are
actuators as presented in [11]. Average quad-rotor platforms has Motors and propellers taking a weight fraction of 29%
while for this Bi-copter design, this value is 28.2% which is relatively close. However, the weight fraction of frame for
quad rotors are usually 17% while in current design, Bi-copter is able to operate with 12.3% structural weight fraction,
which increases the overall usable weight for electronics, batteries and other payloads. From the comparisons of mass
budget, the future development in this direction will be further reduction of avionics weight and therefore maximize
effective payload.

VI. Applicability and Manufacturability
Since the major issue aimed to resolve in this work is the platform complexity, the reduction of size of structures and

numbers of actuators shows a success. But based on current design principle and hardware diagram, it is expected
that to extend the same design principle to other flight controllers without specifications requires an additional signal
converter board. Otherwise, both hardware and software supporting for pulse modulation is required either on flight
controller design or on ESC designs for open-source applications.
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In terms of manufacturing, the single plate platform layout in current design brings significant advantages of
simplicity. This propulsion layout overcome the main structure complexity issues that widely exists on other twin-rotor,
tilt-rotor hover platforms. As a contrast, among other tilt-rotor platforms, multiple actuators are commonly required. In
terms of rotor mechanisms, to achieve direct thrust vectoring, only two pairs of components need to be 3D printed
(Current precision 2.0mm). Comparing with the conventional 2-blade underactuated rotor proposed by James Paulos in
2018, the design in this work does not induce cyclic blade pitch on each blades and instead can be applied to rotors with
more than two blades to provide direct thrust vectoring. These characteristics also enable design applicability on other
aerial platforms that requires thrust vectoring.

VII. Conclusions and Future Work
The design of the underacutated swashplateless bicoptor prototype as a demonstration model for its design principle

was presented in this article. With manually tuned gain values, the rotor-tilt conversion model provides the capability to
control the platform. In the following work, the conversion method will be addressed for the rotor-parameter based
solution to optimize the underactuated rotor time-response and thus further improve the applicability of this model
operating with vectored thrusts. After addressing the time-response model and its control, side thrust vectoring will be
implemented to fully apply its roll control authority into lateral movements.
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Advanced Tether-Net Device for Removing 

Space Debris from LEO 

Jiaqi. Liu1 Shufan. Wu2 
Shanghai Jiao Tong University, Shanghai,200240, China 

The objective of this paper is to design a device to catch space debris about 30 centimeters 

for the international space station (ISS). The device is combined with four small satellites 

connected by tether-net. The four small satellites capture device is an advanced tether-nets 

device (ATND), and it’s designed based on the traditional tether-nets device. The concept of 

tether-net’s insulting material is Kevlar, the conductive material is 8030 aluminum alloy, and 

electromagnets inserted in the tether for adsorbing the small satellites and shrinking the 

tether-net. Only one small satellite installs special payloads, others install necessary payload 

that can decrease the total mass of this device and carry more propellers. In the ATND, each 

small satellite owns one propeller, it can implement several times capture tasks. Two methods 

of removing the space debris are proposed, one is taking the debris to 280km LEO orbit after 

ATND capturing the debris, then the space debris is deorbited by natural dynamics and the 

debris destroys by air resistance producing a large amount of heat; the other is taking the 

debris to the graveyard orbit. This concept of ATND is novel, environmental and functional, 

it’s aimed to remove space debris in the LEO where ISS is settled, and will not produce new 

space debris, once finished its task, it will be maneuvered back to the earth. 

I. Nomenclature and Acronyms 

ATND = Advanced Tether-Net Device 

ISS = International Space Station 

LEO = Low Earth Orbit 

PCB = Printed Circuit Board 

ADR = Active Debris Removal 

GPS = Global Positioning System 

EPS = Electrical Power Supply 

SSS = Student Small Satellite 

SSTC = Student Satellite Technology Centre 

SJTU = Shanghai Jiao Tong University 

II. Introduction 

There are thousands of pieces of space debris flying around LEO. Most orbital debris are man-made space debris, 

such as debris from spacecraft, tiny paint spots on spacecraft, rocket parts, satellites that no longer work or space 

debris from spacecraft exploding in space at high speed. Indeed, LEO is already an orbital space dump. The ISS serves 

as a microgravity and space environment research laboratory in n which scientific experiments are conducted in 

astrobiology, astronomy, meteorology, physics, and other fields. It is the largest artificial object in space and the 

largest satellite in low Earth orbit (LEO), regularly visible to the naked eye from Earth’s surface. Space debris could 

cripple the ISS and kill its crew. These objects are travelling around the earth at ten times the speed of the average 

firearm bullet, so space debris is a high risk for the ISS. 

The removal of space debris is a hot topic in the international space field. The Active Debris Removal (ADR) 

strategy proposed in the National Space Policy released in 2010. The task of clearing space debris is widely recognized 
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as an important task in preserving the space environment for decades to come. The topic was on the agenda of the 

International Scientific and Technical Subcommittee and consultations were held among the space agencies. ESA 

proposed an active removal method of space debris based on expanding foam application for ADR, the 

“RemoveDebris”[1] project, led by the University of Surrey, has designed a "harpoon" to be used to capture debris in 

orbit. Japanese "electric tether-net" scheme, carrying a 700m-long electric tether-net on board[3], to lock and grab the 

space debris and drag it into the Earth's atmosphere and burn it up. the Russian space agency, Roscosmos, is 

developing a powerful laser gun that vaporizes space debris directly by focusing a powerful laser beam. Therefore, it 

is of great scientific and engineering significance to discuss and conceive a new spacecraft device for capturing space 

debris[4,5,6]. 

ATND aims to capture space debris which size about 30 centimeters, the concept bases on traditional tether-net 

spacecraft[2]. It is designed to remove space debris in LEO to protect spacecraft in service with LEO and the 

International Space Station (ISS). 

III. Concept of Overall Design 

ATND will be working in the low earth orbit which altitude is about 400km, the main function is to protect the 

International Space Station from impacting by space debris. As shown in Figure 1, it’s the concept of overall operating 

process. Before ATND launched, it should be passed ground test, after that ATND can be launched, ATND will be 

launched into orbit when it’s in a shrinking state. Then ATND will have an in-orbit check, to make sure every payload 

is working normal and make sure ATND can be deployed be a big “net”. When everything working normal, ATND 

entry nest step, it will be operated at LEO (400km) to find a space debris, every time ATND meeting ISS in the LEO, 

it will operate evade maneuver. Once it found a space debris the small satellites will be restructured be a big “net” to 

do the capture tasks. After ATND captured the space debris, small satellites will be restructured again, four small 

satellites will be combined together, and the space debris is packaged in the net. There are two methods to remove the 

space debris, one is let ATND bring the space debris back to 280km-LEO, the space debris will be lowering their orbit 

by itself, then burns in the atmosphere, the other removal method is in virtue of manifold, ATND will bring the space 

debris into grave orbit. The ATND will back to LEO (400km) to find a new space debris, capture process, removal 

space debris. If the ATND runs out of fuel, it can run close to ISS and let ISS to capture it, and the astronauts refuel 

it, so the ATND can keep working in LEO (400km). 

 

Fig.1 A concept map of space debris’ capture process 
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Fig.2 The concept of ATND deploying process  

IV. Advanced Tether-Net Device Design Details 

A. External Layout Design of ATND 

Figure 3 shows the structure of ATND, the four small satellites are located at the four corners of the tether-net 

respectively. The four small satellites are mainly connected by the main tether and electromagnet, and the main tether 

with the main tether are connected by deputy tethers, as shown in Figure 4. Electromagnets are mounted at the surface 

of each small satellite, when ATND doesn’t find a space debris, small satellites can absorb each other by magnet force. 

Compared with the traditional Tether-net spacecraft[2], ATND doesn’t need to eject a net to do the capture work and 

the ejection process maybe produce new space debris, ATND can be restructured as a big net to capture a space debris 

and no new space debris produced. 

 

Fig.3 The unexpanded state of the four small satellites 
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Fig.4 States of the four small satellites after expansion 

According to the thermal analysis of ATND, cooling panel will be installed on the hottest side of small satellites 

to keep the internal thermal circumstance of ATND, make sure every payload operating normal. Almost all surface of 

small satellite is covered with solar panel to store energy when there is sunlight. In the Figure 5, it’s the state when 

small satellite is extended the solar panel. In the ATND, each small satellite has two solar panels, and if ATND under 

solar light, the solar panel will be extended to store energy, when no solar light or once find a space debris, the solar 

panel will be shrinkable. 

 

 

Fig.5 Solar panel of small satellite 

Table.1 The total carrying weight and the envelope of ATND 

Item ATND 

Mass of small satellite 3000𝑔 

Size of small satellite 168 × 168 × 234𝑚𝑚3 

Length of one solar panel (expanded) 380mm 

Mass of solar panel 2880𝑔 

Dry mass of propeller 1520𝑔 

Wet mass of propeller 1900𝑔 

 

B.  Internal design of small satellites 

As for the internal design of small satellite, we considered to different small satellites carry different payloads, for 

example, ATND just need one camera to find the space debris and it need one U/V transceiver to get information from 
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earth, so we just choice one small satellite to carry camera and U/V transceiver. However, the necessary payloads, 

like thrusters, OBC, battery, and so on, must be settled at each small satellite. 

There is serval system are necessary for each small satellite, power supply system, attitude control system, thermal 

control system, propeller, OBC. As for power supply system of ATND, small satellite has the characteristics of small 

size, light weight and complex load. It is proposed to choose a highly efficient combined power supply scheme of 

potassium arsenide solar cell and lithium ion battery. The power supply system comprises a solar array, which is used 

to convert solar energy into electricity and then charge or output the battery for the load. The battery bank, in parallel 

with a solar cell array, is used to store electric energy converted by the solar cell array or to output electric energy to 

supply power for a load; A power controller is used for regulating and stabilizing the transfer of current or voltage 

between solar arrays, batteries and loads; The battery bank and the power controller are connected directly by an 

electrical connector. Due to the mission's off-orbit requirements, the power consumption cannot be met by simple 

bottom panel. Moreover, in the solar system, sufficient solar light can provide sufficient energy for the satellite, so 

solar panels are proposed to be used. The maximum power point tracking is adopted for energy supply and distribution, 

and the time-sharing of the payload is arranged, so as to realize the multi-track balance of the battery. 

The main functions of the small satellite power supply subsystem are as follows: 

a. During the illumination in orbit, solar battery array is used to generate electricity, power the payloads of 

small satellites and charge the battery. 

b. During no illumination in orbit as for thermal control system, the battery releases electric energy to supply 

power to on-board equipment. 

c. Implement the management and control of primary power supply. Power supply subsystem includes the 

control of the charging of the lithium-ion battery pack, the telemetry required for the energy module, and 

the provision of remote control and interface. 

d. Implement the management and control of secondary power supply. Power supply subsystem includes 5V, 

3.3V secondary power conversion to meet the load requirements and switch control of gyro, single machine 

of attitude control, digital transmission, visible light camera and other equipment. 

 

 
Fig.6 Schematic of solar panels 

As for thermal control system, in the small satellite uses passive thermal control is enough for keeping the thermal 

environment of small satellite. In addition, ATND is proposed to use the multi-layer insulation (MLI) component, 

which can protect the spacecraft from the sun or a planet by excessive heating also prevent ATND exposure to 

excessive cooling caused by deep space. At the same time, black anodized thermal control coating is intended to be 

used on the surface of in-star structural parts, while single-machine PCB board has a high emissivity, so there is no 

need to spray black paint. Multi-layer insulation material consists of a multi-layer reflective screen and a spacer 

laminate to reduce heat loss, the basic structure of the multilayer insulation material consists of a reflective layer that 

emits radiant heat and a spacer layer that isolates heat. The main tasks of OBC system are as follows: whole star 

management, on-board data processing and analysis, subsystem communication, micro-nano satellite attitude 

determination and control, science unit management, on-board time function, on-board state monitoring, data storage 

function, command remote control function, etc. 

Following are those special payloads which don’t install at every small satellite. Camera, the passive imaging and 

laser ranging system, which is composed of large field telescope, small field telescope and laser rangefinder, can be 

used to discover, capture and track tiny objects in space. The observation camera is CMOS plane array visible light 
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camera. Its main function is to image debris in the cosmic environment and provide initial data for debris movement 

recognition and channel planning. Meanwhile, it has large-capacity data storage and management functions, including 

image data of the camera itself. The design scheme of UV band communication equipment uses high integration 

modular. It adopts a board card, which is the standard size of small satellite. It can connect power supply, data and 

telecommand and telemetry interface. There are multiple modules, such as radio frequency receiver, transmitter, 

digital processing board and low speed data communication interface, to combined to different functional boards. 

C. The concept of tether-net 

The core of the main tether, as shown in Figure 7, is made of conductive aluminum. The outer layer of aluminum 

is covered with insulating material Kevlar, and an electromagnet is placed at the same interval of the main tether, 

which is responsible for shrinking the main tether. Figure 8 and 9 show the states when the main tether is expanded 

and contracted respectively. The material of deputy tethers is insulating material Kevlar, and deputy tethers will be 

moving as main tethers’ movement. 

 

 

Fig.7 The main tether structure 

 

 

 

Fig.8 The unfurling state of the main tether Fig.9 The shrinkable state of the main tether 

When no space debris is found, electromagnets located on the close sides of the satellites are electrically magnetic, 

and the satellites adsorb onto each other, meanwhile, tether-net is in the shrinkable state. When a space debris be 

discovered, electromagnets located on the close sides of the satellites power off and lose the magnetic so small 

satellites can be moved as the attitude control system and the electromagnet inlay in main tether all power off too, 

electromagnet lose magnetism, main tether can be moved as the satellites’ movement, ATND will be restructured be 

a big “net" to capture space debris. 
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In the design of tether-net, the choice of material is particularly important, for the main tethers, should be used 

with good electrical conductivity of material, at the same time, has high strength, wear resistance and tear resistance 

characteristics. Considering that the main tether needs to have electrical conductivity, so referring to the structure of 

optical fiber, the woven material of the rope network is finally selected as the inner core of 8030 aluminum alloy, and 

the outer wrapping material is Kevlar[10]. In previous designs, the tether-net made of Kevlar material has been proved 

to have a good application prospect. In addition, Kevlar materials in tank armor, body armor, has been widely used in 

the design of motor shell, it is worth mentioning, because of its volume between-196℃~+182℃size stability[9], there 

is no significant change of performance Kevlar often used in the aerospace manufacturing industry, it’s an ideal 

material used in aviation and space flight. Therefore, the main tethers of ATND also inner material use 8030 aluminum 

alloy and the outer wrapping material is Kevlar[8]. 

  

(a) A tether-net made of Kevlar (b) Expansion experiment of tether-net 

Fig.9 Tether-model and ground test 

The electromagnetic docking technology of small satellites is characterized by light weight, simple structure and 

autonomous control, etc. The main device to generate electromagnetic force is electromagnet, which is mainly 

composed of armature, iron core and coil. As the force between electromagnets decreases exponentially with the 

increase of distance, the electromagnetic force or torque that meets the requirements of formation flight and 

rendezvous and docking can be provided under certain range, power consumption, mass and other constraints. 

Therefore, it is more suitable to choose ferric nickel alloy (Permalloy) for making magnetic bar with iron core. 

Considering the coerced force and saturated magnetic induction intensity, 1J50 fe-Ni alloy can be selected as the core 

material. 

The Table 2 is the specification of tether-net, it promised that when the tether-net is expanded, the size of tether-

net can wrap a size of 30cm’s space debris. 

Table.2 Specifications of ATND’s tether-net 

The aera of tether-net (𝑚2) The thickness of tether-

net (𝑐𝑚) 

The density of tether-net (𝑔/
𝑐𝑚3) 

The mass of tether-

net (𝑘𝑔) 
0.793 0.5 1.44 (Kevlar) 0.8208 

2.7 (8030 aluminum alloy) 

 

V. The Measure after Capturing Space Debris  

After ATND caught a space debris, the electromagnets settled on the side of small satellites will be work, let the 

four small satellites gather together again, and the space debris will be fixed in the tether-net. There are two methods 

about removing space debris, the first is ATND transferring the space debris into 280km altitude orbit. The space 

debris will be deorbited by natural movement, as time going when the space debris entre to atmosphere it will be 

burning due to air resistance produces a large amount of heat. The other option is to transfer the space debris into 

graveyard orbit[7], the graveyard orbit are long-term stable orbits where the evolution of the orbital elements due to 

natural perturbation, and the space debris will not back with in the 30-year period. 

Once the space debris was captured by ATND, the space debris will be fixed in the tether-net and moved as four 

small satellites’ movement. ATND will be maneuvered into 280km orbit, then ATND will release space debris let it 



8 

 

move by natural force. After those action, ATND will be maneuvered back to LEO (400km) enter next period. And 

the space debris removal process of graveyard is same with transferring the space debris into 280km orbit. 

 

VI. Conclusion 

Based on the traditional tether-net spacecraft, this paper proposed a novel device of the space debris removal 

spacecraft. Compared with the traditional tether-net spacecraft, ATND will not generate new debris when in the 

removing process, and there is more accurate capture device than the traditional tether-net. When ATND finds space 

debris, four small satellites will be deployed to capture space debris, and each small satellite is equipped with 

positioning equipment. By the way ATND has more propellers than the traditional tether-net spacecraft because each 

of the small satellites is equipped with a propulsion system that enables multiple space debris capture missions. In 

addition, the equipment can be returned to Earth after completing the space debris removal mission, so there is no 

potential risk of creating new space debris. ATND reduces unnecessary payloads which don’t influent the normal 

work of small satellites, some special payloads that to operate special work, like camera, U/V transceiver, just need 

one small satellite to carry. This method saves the space of small satellite to carry more propellers and reduces the 

total mass of ATND meanwhile saving the thrust. The concept of tether-net design of ATND is a novel idea. An 

electromagnet is inset at the same interval to the tether to control the deploy or shrinkable state of tether-net. There is 

difference between main tethers and deputy tethers, the core of main tether is conductive material covered by insulting 

material-Kevlar, the deputy tethers just consist with insulting material. As the reason of using conductive material be 

the core of main tethers is to control the magnetism of electromagnets. 

At present, space debris bring a big risk to space environment especially for the low earth space, by the way low 

earth space has very high frequency of using for human space activities. Active removal is the inevitable choice and 

the only way out. The acquisition of space debris by small satellites shows good economic benefits and future 

prospects. Compared with the high cost of space tug catch-up removal technology, using small satellites for space 

capture can greatly reduce the cost. 

In the future, the technology of space debris capture by small satellites shows a very broad application prospect. 

First of all, the reuse technology of space debris capture technology of small satellites can be further studied, such as 

the launch and recovery of tether-net, which can effectively reduce the cost. Secondly, in addition to capturing space 

debris, its core capture technology, tether-net technology and multi-satellite collaborative formation net technology 

can also be used to capture asteroids in space in the future, and carry out a series of scientific experiments, which have 

a good prospect for scientific research and exploration. 
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Aeroacoustics and aerodynamics of flow over 
a forward-backward facing step 

Chung-Hao Ma1 
University of New South Wales, NSW 2052, Australia 

A combined experimental and numerical study on aeroacoustics of low Mach number flow 
over a forward-backward facing step (FBS) is presented. The aeroacoustic and aerodynamic 
behaviors of a two-dimensional FBS immersed in an incompressible turbulent boundary layer 
were investigated. The height of the step being considered was 50% of the incoming boundary 
layer thickness (𝒉𝒉 𝜹𝜹⁄  ≅0.5). The step aspect ratio (step length  to step height 𝑳𝑳 𝒉𝒉⁄ ) was 4. The 
Reynolds number based on the step height 𝑹𝑹𝑹𝑹𝒉𝒉 in the experiments ranged from 𝟏𝟏.𝟒𝟒 × 𝟏𝟏𝟏𝟏𝟓𝟓 to 
𝟐𝟐.𝟖𝟖 × 𝟏𝟏𝟏𝟏𝟓𝟓 while the 𝑹𝑹𝑹𝑹𝒉𝒉 in the simulation was 𝟏𝟏.𝟐𝟐 × 𝟏𝟏𝟏𝟏𝟓𝟓. The experiment was conducted in 
the UNSW Anechoic Wind Tunnel (UAT), where far-field sound radiated by the step was 
measured. The sound spectra show that the sound level with the step is higher than 
background (flat plate) at between 1k to 10k Hz. Acoustic beamforming was applied to locate 
the source of the sound. The beamforming map implies the noise was originated from the top 
of the step, where the separation and reattachment of the shear layer happened. The large-
eddy simulation (LES) was performed to model the unsteady turbulent characteristics and 
visualize the flow field. The wall pressure fluctuations were calculated to understand the 
unsteady force acting on the surface. The unsteady velocity components 𝒖𝒖′𝒖𝒖′, 𝒗𝒗′𝒗𝒗′ and 𝒖𝒖′𝒗𝒗′ as 
well as the turbulent kinetic energy (TKE) were plotted to identify the highest turbulence 
generation in the flow field. The results indicate that the peak flow excitation was consistent 
with the occurrence of the separated shear layer from the leading edge of the step. 

I. Introduction 
 

Surface discontinuities are often found in engineering applications, such as the uneven plate joints on the surface 
of the vehicles or gaps between panels. When exposed to fluid flow, these surface irregularities will separate the 
incoming boundary layer and modify the flow field. The flow excitation will induce the turbulent behaviors further 
downstream and create wall pressure fluctuations which might cause the vibration. These turbulent activities and 
pressure fluctuations could affect the structure fatigue life and generate undesirable noise.  Some previous studies [1-
5] have considered the forward-facing step (FFS) and Backward-facing step (BFS). Awasthi [2] concluded that the 
geometry of the leading edge is the critical factor of the flow field modification as well as the far field noise production 
in such situation. Ji & Wang [5, 6] performed a large-eddy simulation (LES) for both FFS and BFS with different ℎ 𝛿𝛿⁄  
and found that the sharp corners are critical in flow alteration and sound generation in both scenarios. Pure FFS or 
BFS cases have been widely investigated; however, flow over a FBS has not yet been comprehensively understood.  

The flow configuration for the forward-backward facing step (FBS) is different from FFS as the trailing edge of 
the step is involved. Fig.1 illustrates the general flow field of a forward-backward facing step. Flow separation occurs 
upstream of the edge owing to the adverse pressure gradient induced by the step. The flow reattaches on the vertical 
face of the step and separates again on the sharp edge, forming the first separation bubble. The excited separated shear 
layer will then reattach on top of the step (if the step is long enough) and forms the second separation bubble. Further 
downstream, the existence of the trailing edge causes the third separation in this flow configuration. The shear layer 
encompassing those separation bubbles induces intense turbulence, which is responsible for the high-levels of surface 
pressure fluctuation [7]. 

 
 
1 Master student, School of Mechanical and Manufacturing Engineering, student member AIAA, 1192752   
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Leclercq and Addad [8, 9] considered a large FBS (ℎ 𝛿𝛿⁄  < 1) with aspect ratio = 10, which was long enough to 
keep the reattachment point upstream of the step trailing edge. The corresponding 𝑅𝑅𝑅𝑅ℎ is 1.7 × 105. The backward 
reattachment length was affected by the upstream flow and reduced by 3h compared to a typical backward-facing step 
flow where only one backward-facing edge is considered. The acoustic results revealed that the forward edge 
dominated the noise production, and the source was located at the forward step separation region, where high velocity 
and pressure fluctuations were measured. The shear layer generated by flow separation significantly contributed to 
the pressure fluctuation.  

Doolan and Moreau [10] presented an experimental study of noise generated by sub-boundary layer forward-
backward facing steps. The study considered various geometries of the step, such as triangular and rectangular steps 
with different aspect ratios. Step height to boundary layer height ratio ℎ 𝛿𝛿⁄  = 26.3%, 52.6% and 79%, and the aspect 
ratios were 8, 4, 2.67. The measurements indicated that the slanted leading edge generated less noise. However, the 
location of the sound source in these cases was not identified. 

Springer [11] consider a square FFS (𝑙𝑙 ℎ⁄  = 1) with  𝑅𝑅𝑅𝑅ℎ = 2.6 × 105. The trailing edge of the step was completely 
immersed in the wake region, and it was unclear if reattachment occurred on top of the step or not. A numerical 
calculation identified that the source term to be the shear layer behind the upper edge. 

In summary, separation and reattachment, which were affected by the sharp corners in the flow field, were 
concluded to be critical factors controlling flow modification. The separation bubble downstream of the leading edge 
of the forward-facing step is highly sensitive to the step geometry, such as the shape of the edge or the step height. 
The separated shear layer is found for both forward- and backward-facing steps. It is responsible for downstream 
pressure fluctuation and far-field noise generation. Previous research showed that sound production is mostly affected 
by the front edge geometry. Yet the location of the source was found to vary as aspect ratio presumably because the 
trailing edge further alters the downstream flow field.  

To address the knowledge gap, a combined experimental and numerical study of a forward-backward facing pair 
step with medium aspect ratio (𝑙𝑙 ℎ⁄ =4) is presented. The far-field sound was measured by a 64-microphone phased 
array. The measurements were carried out at free stream velocities = 20,30,40 m/s (1.4 × 105 < 𝑅𝑅𝑅𝑅ℎ < 2.8 × 105). 
Large-eddy simulation (LES) was preformed to visualize the turbulent flow characteristics and the shear layer 
structure. The Mach number for all cases were below 0.12. 
 

 
Fig. 1 Flow configuration of FBS. 

 

II. Instrumentation and Methodology 

A. UNSW Anechoic Wind Tunnel (UWT) 
      The measurement was conducted in UNSW Anechoic Wind Tunnel, which is an open-jet type wind tunnel facility 
with a 0.455m × 0.455m test-section enclosed by a 3 m × 3.2 m × 2.15 m anechoic chamber. The maximum test speed 
of the wind tunnel is around 70 m/s and the acoustic foam attached on the surrounding wall provides an anechoic 
condition above 300Hz. The facility is a suction type tunnel where an axial fan is placed downstream of the test-
section and connected to the anechoic chamber through a diffuser.  More details of the facility can be found in Ref. 
[12]. 
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B. Microphone acoustic array 
     Acoustic measurements were carried out using a 64-microphone phased array. The array consists of 64 1/4” GRAS 
40PH phase matched microphones with frequency response range between 50 Hz to 20 kHz. The nominal sensitivity 
of each microphone at 250 Hz is 50 mV/Pa (± 20dB). The microphones are mounted on a 2 m × 2 m perforated steel 
grid. The array has an optimal design for beamforming applications [13]. The acoustic data were beamformed by using 
conventional beamforming algorithm. The background noise was removed by frequency domain subtraction and the 
far-field sound spectra were obtained by the center microphone in the array.  

C. Experimental setup 
    Figure 2a shows the experimental setup of the testing rig. A forward-backward facing step with aspect ratio = 4 was 
mounted on the endplate which sit on the side of the wind tunnel test section. The free stream velocity 𝑈𝑈 was set to be 
20, 30 and 40m/s and the corresponding Reynolds number based on step height varied from 1.4 × 105  to 2.8 × 105. 
The step leading edge was 400mm away from the jet exiting plane. The undisturbed boundary layer thickness was 
measured in the absence of the step using hot wire anemometry. The boundary layer information at 𝑥𝑥 = 400 mm was 
given in table 1. The boundary layer thickness was 20 mm at U = 40m/s and the step height was 10 mm (ℎ 𝛿𝛿⁄  = 0.5). 
The spanwise length of the step was longer than the test section to ensure flow two-dimensionality. The array was 
settled 1.3m above the model and the center microphone is 150 mm downstream of the leading edge of the step which 
results in an 83.4° observation angle 𝜃𝜃 (Fig. 2b). A correction method was applied to correct effect of the shear layer 
forming on the other side of the test section [14].  
 

 
Fig.  2 Sketches of the test section and experiment setup. (a) Anechoic test section with FBS mounted on the 

side and phased-microphone array sitting on the other side. (b) Side view of the experimental setup. 
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Table 1 Flat plate boundary layer information 

𝑈𝑈 Position 𝛿𝛿 𝛿𝛿∗ 𝜃𝜃 𝐻𝐻 𝑅𝑅𝑅𝑅𝛿𝛿 𝑅𝑅𝑅𝑅𝛿𝛿∗ 𝑅𝑅𝑅𝑅𝜃𝜃 
20 400 19 1.98 1.57 1.27 25851 2691 2127 
30 400 19 1.82 1.47 1.24 38776 3697 2988 
40 400 20 1.77 1.45 1.23 54422 4793 3923 

D. Numerical setup 
The large-eddy simulation (LES) was adopted to resolve the incompressible turbulent flow field. In LES, the 

governing equations are derived by applying a spatial filter instead of time averaging as is done in RANS, which 
makes the instantaneous quantities available above the grid cut-off frequency. The equations were solved using 
ANSYS FLUNT 19.1 finite-volume solver. Wall-Adapting Local Eddy-viscosity Model (WALE model) was selected 
to model the unresolved flow scale. Second-order schemes were used for both time and space discretisation. The 
velocity-pressure coupling was conducted with SIMPLE method. The calculations were performed on Australia 
National Computational Infrastructure (NCI)’s supercomputer Gadi. 

The computational domain size is 𝐿𝐿𝑥𝑥= 60ℎ, 𝐿𝐿𝑦𝑦= 30ℎ, 𝐿𝐿𝑧𝑧= 5ℎ in streamwise (𝑥𝑥), wall normal (𝑦𝑦), and spanwise (𝑧𝑧) 
directions. A similar domain size has been found to be adequate [5, 15, 16]. Streamwise domain length was cut by the 
front edge of the step with 20ℎ before it. The structured mesh was employed in the simulation. The grid size in each 
dimension is determined by the normalized values. The ∆𝑥𝑥+ in streamwise direction is varying from 5 to 50 with the 
smallest mesh created at the vertical faces of the step. ∆𝑦𝑦+ is set to be 1 on all horizontal surfaces and grows to 40 at 
𝑦𝑦 ℎ⁄ ≅ 3. ∆𝑧𝑧+ value is a constant 25 in the spanwise direction. The number of total cells is around 16.5 million. The 
time step size was 8 × 10−7 seconds with the corresponding CFL number < 1 throughout the entire computational 
domain cells. A separate RANS calculation adopting the 𝑘𝑘 −  𝜔𝜔 SST turbulence model of a flat plate is used to 
generate the turbulent boundary layer for inlet velocity profile. The constant total pressure is arranged at the outlet 
boundary. A periodical boundary condition is used at the spanwise direction and no-slip boundary condition is used 
on the walls. The symmetry boundary condition is employed on the top of the domain. 

E. Grid independence study 
A grid independence study was performed to demonstrate the grid spacing convergence. The grid convergence 

index (GCI) was calculated to estimate the spatial discretization error [17]. Three different grid resolutions with mesh 
refinement concentrated on the wake region and the vicinity of the step were considered. The aforementioned ∆𝑦𝑦+and 
∆𝑧𝑧+value remain the same in all three cases. The grid refinement ratio was estimated by  𝑟𝑟 = (𝑘𝑘𝑖𝑖/𝑘𝑘𝑖𝑖+1)1/3, where 𝑘𝑘 
is the number of cells in each case and 𝑖𝑖 = 1,2,3  represents the coarse mesh, medium mesh and fine mesh, 
respectively.  

The r.m.s. wall pressure at 𝑥𝑥 = 3ℎ downstream of the leading edge and the mean velocity magnitude in the wake 
region at 𝑥𝑥 = 6ℎ and 𝑦𝑦 = 0.5ℎ were chose to evaluate grid convergence. The results are shown in Table 2. GCI3,2 and 
GCI2,1 are the grid convergence indices for medium-to-fine and coarse-to-medium refinements, respectively. The 
Richardson error estimator ε was calculated to quantify the discretization error between the value predicted by the 
Richardson extrapolation method [18] and by the medium resolution grid when the grid spacing approaches zero. The 
error estimator ε for medium resolution grid were 1.1% and 2.47% for r.m.s. wall pressure and mean velocity 
magnitude, respectively. The GCI3,2 were lower than GCI2,1 for both variables, which implies the flow parameters are 
indeed converging as the computational cells size reduced. The medium resolution grid was adopted in this study as 
it provides reasonable estimation of the flow properties, while requiring relatively lower computational cost.  
 
 

Table 2 Results of grid convergence study 

 GCI2,1 (coarse-to-medium) GCI3,2 (medium-to-fine) 𝜀𝜀 
Velocity Magnitude 34.19% 3.21% 2.47% 
r.m.s. wall pressure 11.8% 1.36% 1.1% 
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III. Results and Discussion 

A. Far-field noise radiated from FBS 
Figure 3 shows the beamforming results at 4000Hz with free stream velocity from 20 to 40. The flow direction in 

the figures was from the left to the right and the black lines represent the leading and trailing edges of the FBS. Since 
the microphone array was placed outside of the flow, the effect of acoustic propagation must be taken into 
consideration. A correction term [14] was included in the beamforming algorithm to take account of sound refraction 
[19] and convection due to the shear layer. The background noise was pre-subtracted in frequency domain to remove 
the acoustic contamination cause by the tunnel. The beamforming maps suggest that the sound was essentially 
originated from the top of the step where flow separation and reattachment occurred. Inside this region, high levels 
turbulence was generated which contributes to the noise production [5, 20]. As the free stream velocity increased, the 
source became more distinct. Meanwhile, the source location remains the same regardless of the incoming flow speed. 
The sound source location agrees with some previous studies regarded FFS. 

 
Fig. 3 Acoustic beamforming maps. Black dots represent the positions of each microphone in the array. Black 
lines indicate the location of the edges of the step. (a) U = 20 m/s. (b)U = 30 m/s. (c)U = 40 m/s. The source 
strength is shown in dB. 

The signal to noise ratio SNR was introduced to identify the noise produced by FBS [21]. SNR between step noise 
and background noise was calculated as  

𝑆𝑆𝑆𝑆𝑅𝑅 = 10 log10 �
Φ𝑝𝑝𝑝𝑝(𝑓𝑓)

Φ𝑝𝑝𝑝𝑝,   𝑛𝑛𝑛𝑛 𝑠𝑠𝑠𝑠𝑠𝑠𝑝𝑝(𝑓𝑓)
� 

,where Φ𝑝𝑝𝑝𝑝 is the spectral density measured with a FBS and Φ𝑝𝑝𝑝𝑝,   𝑛𝑛𝑛𝑛 𝑠𝑠𝑠𝑠𝑠𝑠𝑝𝑝 is the spectral density measured at the same 
flow velocity but without the step. Fig. 4 shows the SNR at 𝑈𝑈 = 40m/s. It can be seen that SNR > 1 dB at between 
1kHz to 10kHz, which indicates the influence of the step in far-field sound radiation mainly locates in this frequency 
range. Thus, the following discussion and the sound spectra results will only focus on this frequency range.  

 
Fig. 4 Signal to noise ratio between step noise and background noise (without step). Black line locates at 1 dB. 
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       The 1/12-octave band sound pressure spectra for FBS at 3 different mean flow velocity are shown in Fig. 5 The 
observation angle was 83.4° from the leading edge. The noise produced by the step is generally broadband without 
any distinct tonal noise. The sound spectra at different velocity have nearly identical shape throughout the frequencies 
of interested. The spectra shows an almost flat shape at low frequencies followed by two small humps peak at around 
4500Hz and 10kHz respectively. Awasthi [1] suggested the step may become acoustically non-compact and result in 
a spectral dip when the wavelength is close to the step height, which in this case the corresponding frequency is 32-
34k Hz. Such frequency is outside of the concerned frequency region, yet a decline trend can be observed at high 
frequencies.   
      The result shows a strong influence of mean flow velocity. At highest mean flow velocity, the sound level exceeds 
that at U=30m/s and 20m/s by 8 dB and 18 dB between 1kHz to 10kHz, respectively. A scaling law for the pressure 
spectrum of FBS at a fixed observation angle was proposed by [10]. The non-dimensional model was given as 

𝑆𝑆𝑆𝑆ℒ  vs. 10 log10(
Φ𝑟𝑟2

𝑝𝑝02𝑀𝑀3ℒ𝑙𝑙)  

,where Φ is the acoustic pressure spectrum,  𝑟𝑟 is the distance from the step leading edge and the microphone, 𝑙𝑙 is the 
step length, 𝑀𝑀 is Mach number, and 𝑝𝑝0 = 𝜌𝜌𝑈𝑈2. 𝑆𝑆𝑆𝑆ℒ  is the Strouhal number based on the characteristic length ℒ of the 
flow, which was selected to be the step height in this study. The scaled acoustics data are shown in Fig. 5b. A great 
collapse of the data can be seen at 𝑆𝑆𝑆𝑆ℎ below 1. At a similar observation angle, Doolan and Moreau [10] observed an 
impressive data collapse at 𝑆𝑆𝑆𝑆  between 0.3 to 2. It is worth noting that in [10], the boundary layer thickness 
downstream of the step was chosen as the flow characteristic length whereas the step height was selected here. 

 
Fig.  5 Step sound spectra at center microphone 𝜽𝜽 = 83.4°. (a) 1/12 Octave sound pressure level under 

different mean flow velocity. (b) Scaled 1/12 octave band sound spectra. 
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B. CFD results 
1. Flow field 

The velocity field near the FBS is given in Fig. 6a. In the figure, the mean streamwise velocity 𝑈𝑈 𝑈𝑈∞⁄ was contoured 
with mean streamlines placed overlayed. The flow deflected upward of the step, separated at the leading edge and 
reattached downstream of the edge. After the quick reattachment on the step, the boundary layer detached again at the 
trailing edge and formed the largest separation bubble. Three separation bubbles can be observed in the flow field. As 
the step length was long enough to accommodate the first downstream separation bubble, the second downstream 
separation bubble preserved some the backward-facing step nature. The downstream mean reattachment length 𝑥𝑥𝑟𝑟1 
and 𝑥𝑥𝑟𝑟2were determined by the zero-crossing location of the wall shear stress. The separated flow reattached 2ℎ from 
the leading edge and 4.8ℎ from the trailing edge (8.8ℎ from the leading edge). The first reattachment length 𝑥𝑥𝑟𝑟1 was 
found comparable to 1.3ℎ to 2.5 ℎ reported by [6, 22-25] but shorter than 3.47~5 ℎ observed by [26-28]. It is claimed 
by Sherry [29] that the reattachment length of FFS is highly sensitive to step height to boundary layer thickness ℎ 𝛿𝛿⁄  
and Reynolds number. While the second separation bubble retained the BFS flow feature, the upstream perturbation 
due to the upper corner of the step altered the flow field after all. The reattachment length 𝑥𝑥𝑟𝑟2 was found smaller than 
5.5~7ℎ noticed by [6, 16, 30, 31] in pure BFS. However, this value was comparable to 5.1ℎ noted by [23] who 
considered a FBS with aspect ratio = 2.36.  

Fig.6b shows the turbulent kinetic energy distribution. The higher level of turbulent kinetic energy (TKE) can be 
seen concentrates along the shear layer around the separation bubbles. The maximum value 0.09 is found on top of 
the step( (𝑥𝑥 ℎ⁄ , 𝑦𝑦/ℎ) = (1,1.2)) where the flow was extensively excited by the leading edge. The TKE associated with 
the first separation bubble is in general two to three times higher than that with the second separation bubble, which 
indicates the leading edge plays a critical role in turbulence generation.  

 
Fig. 6 Velocity fields for forward-backward facing step. (a) Mean streamwise velocity 𝑼𝑼 𝑼𝑼∞⁄ . Black lines denote 
the mean streamlines. 𝑿𝑿𝒓𝒓𝟏𝟏 , 𝑿𝑿𝒓𝒓𝟐𝟐 indicate the reattachment length on top of the step and downstream fo the step, 
repectively. (b) Turbulent kinetic energy ((𝒖𝒖′𝟐𝟐���� + 𝒗𝒗′𝟐𝟐���� +𝒘𝒘′𝟐𝟐����� )/𝟐𝟐𝑼𝑼∞

𝟐𝟐 ), black dashed lines denote the mean 
streamlines surrounding the circulation bubbles. 

 
The Reynolds stress components in 𝑥𝑥 − 𝑦𝑦  plane ( 𝑢𝑢′𝑢𝑢′������ , 𝑣𝑣′𝑣𝑣′������  and 𝑢𝑢′𝑣𝑣′������ ) are plotted in Fig. 7a-c for −2 <

𝑥𝑥 ℎ < 10⁄ . It is apparent that the overall contours for each component are similar to the turbulent kinetic energy 
distribution, which is highly associated with the separated shear layer. The highest magnitude of each velocity 
fluctuations were all found on top of the step with the second highest group located downstream of the trailing edge. 
The velocity fluctuations in streamwise direction 𝑢𝑢′𝑢𝑢′ are mostly greater than that in wall-normal direction 𝑣𝑣′𝑣𝑣′. The 
maximum value of 𝑢𝑢′𝑢𝑢′  was found nearly 2 times of the maximum value of 𝑣𝑣′𝑣𝑣′ . The most intensive velocity 
fluctuation region for 𝑣𝑣′𝑣𝑣′ located at the rear part of the first separation bubble, which is observed slightly downstream 
than that region for 𝑢𝑢′𝑢𝑢′. Meanwhile, the fluctuations downstream of the step in wall-normal direction was found 
extending longer distance. This could be attributed to the reattachment phenomenon and the blend of two separated 
shear layer emanating from the first and second separation bubble.  

The Reynolds stress 𝑢𝑢′𝑣𝑣′ exhibits small positive values near the leading edge. This has also been reported by 
several previous studies [23-25]. Hattori and Nagano [24] believed it was caused by the counter-gradient diffusion 
phenomenon (CDP), whereas Nematollahi and Tachie [25] explained the occurrence of this region is due to the 
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interaction between the high-momentum convection in the streamwise direction and the upwash along the vertical 
face. 

It can be noticed that the area covered by the first separation bubble shear layer contains the strongest velocity 
fluctuations and turbulent kinetic energy. This region has also been identified as the location of acoustic source from 
beamforming maps.  
 

 

Fig. 7 Contours of Reynolds stresses. (a) 𝒖𝒖′𝒖𝒖′���������/𝑼𝑼∞
𝟐𝟐. (b) 𝒗𝒗′𝒗𝒗′.������/𝑼𝑼∞

𝟐𝟐  (c) 𝒖𝒖′𝒗𝒗′������/𝑼𝑼∞
𝟐𝟐. black dashed lines denote 

the mean streamlines surrounding the circulation bubbles.  

 
2. Mean and unsteady wall pressure 

Computed wall pressure coefficient and r.m.s. of wall pressure fluctuations distributions are shown in Fig. 8. Red 
dashed lines and blue dashed lines in the figure indicate the leading edge and trailing edge of the step, respectively. 
The 𝐶𝐶𝑝𝑝 curve follows the similar pattern with the FFS [28] where a roll-up can be observed upstream of the step and 
plunges immediately after the upper corner, coincides with the first downstream recirculation region. Downstream of 
the trailing edge, the 𝐶𝐶𝑝𝑝 value drops again in the second recirculation region and then slowly returns to zero. An 
overshoot is generally observed in the BFS Cp curve ; however 

Figure 8b reveals that the highest values of r.m.s. wall pressure occurs at 𝑥𝑥 ℎ = 1.08⁄  with the peak value of 0.148. 
The value downstream of the step is in general greater than that in upstream with the highest value found near the 
reattachment region (𝑥𝑥𝑟𝑟2 = 8.8ℎ). Similar features are observed in the distributions of r.m.s. wall pressure fluctuation, 
TKE and Reynolds stresses. Highest values were all detected on top of the step where the separated shear layer was 
induced due to the sharp corner at the leading edge. Downstream of the step, disturbed flow remains the fluctuations 
at certain level but lower than that in the first separation bubble. 
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Fig. 8 Pressure coefficient and root mean square wall pressure fluctuation distributions for FBS. (a) Pressure 
coefficient. (b) r.m.s. wall pressure fluctuation. Red dashed line, leading edge of the step; blue dashed line, 
trailing edge of the step. 

Frequency spectrum of wall pressure fluctuations along streamwise direction at the center of the span is shown in 
Fig. 9. The normalized wall pressure spectrum Φ𝑝𝑝𝑝𝑝𝑈𝑈/(𝜌𝜌𝑈𝑈2)2ℎ  quantified the fluctuation strength at different 
frequency and different streamwise locations. It is obvious that the fluctuations on top of the step were consist of 
components with higher energy across wider range of frequency (0.01< 𝑆𝑆𝑆𝑆ℎ < 1). The maximum value in this region 
was found 0.025 at 𝑆𝑆𝑆𝑆ℎ = 0.03 at 1ℎ downstream of the leading edge. Other local maximum values in this region were 
recorded as 0.017 and 0.015 at 𝑆𝑆𝑆𝑆ℎ =0.14 and 0.23, respectively. Downstream of the trailing edge, the wall pressure 
fluctuations were mostly induced by low frequency components with the corresponding Strouhal number between 
0.02 and 0.15. 

 
Fig.  9 Frequency spectrum of wall pressure fluctuations for −𝟕𝟕 < 𝒙𝒙 𝒉𝒉 < 𝟐𝟐𝟓𝟓⁄ . 

IV. Conclusion 

The acoustics measurements for a FBS were conducted to examine the far-field sound radiation. The acoustic 
beamforming maps reveals that the noise source located on top of the step, where the separated layer was induced by 
the leading edge of the step. Far-field sound was collected by the center microphone of the array with 83.4° observation 
angle. The 1/12 octave band sound spectrum presented a broadband nature between 1k to 10k Hz without any apparent 
tonal noise. The spectra under 3 different mean flow velocities collapse well when 𝑆𝑆𝑆𝑆ℎ < 1 by applying the scaling 
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model proposed by [10]. It has been noted that the step noise is directive, therefore measurements at different 
observation angles still needed to be conducted to gain a comprehensive understanding of this geometry.  

LES of flow over a FBS has been performed to study the flow modification caused by the obstacle. The mesh 
sensitivity study has been carried out to verify the convergency of the calculation. However, the LES model still 
requires a further experimental validation to confirm the prediction. The model predicted the highest turbulence 
generation happened on top of the step, where the flow was separated by the upper corner of the step. Flow excitation 
remained downstream of step but at a lower level. The wall pressure fluctuations spectra displayed a similar pattern 
with maximum r.m.s. value was observed immediately downstream of the leading edge. The region of highest 
turbulent generation and wall pressure fluctuations was found consistent with the noise source indicated by 
beamformed maps, which associated with the separated shear layer emanated from the first separation bubble. It is 
worth noted that in this case, the step was long enough to keep the whole first separation bubble on top of the step, 
which allows some of the backward-facing step features to be preserved. FBS with smaller aspect ratio still needed to 
be investigated.  
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Computational modelling of re-entry vehicles at hypersonic speed is conducted using 

inviscid Euler and RANS turbulence models on Queen Mary's High-Performance Computing, 

Apocrita. The geometry considered is a modification of NASA's Orion Crew Exploration 

Vehicle which is based on the Apollo crew module and has become a reference design for 

modern re-entry vehicles. The analysis is restricted to the flow around the re-entry vehicle and 

does not take into consideration parameters such as thermochemical changes, structural 

integrity and materials selection. Inviscid Euler and RANS k-ω SST Menter turbulence 

models have been implemented in Siemens STAR-CCM+ software. Spatial and temporal 

discretization are carried out by implementing MUSCL 3rd-order/CD and 1st-order implicit 

Euler time differencing schemes, respectively. AUSM+ FVS and Roe-FDS schemes have been 

implemented for flux splitting. AUSM+ FVS is found to be most suitable and robust flux 

splitting scheme for hypersonic flows compared to Roe-FDS. Inviscid model is found to be in 

reasonable agreement with k-ω SST results for capturing shock ahead of the re-entry vehicle. 

However, for capturing accurate aft-body flow features, viscous modelling is necessary. 

I. Nomenclature 

AoA = Angle of Attack 

BC = Boundary Condition 

CD = Drag Coefficient 

CL = Lift Coefficient 

CP = Pressure Coefficient 

L/D = Lift-to-drag Ratio 

NS = Navier-Stokes 

RANS = Reynolds averaged Navier-Stokes 

REV = Re-entry Vehicle 

II. Introduction 

The development of re-entry vehicles (REVs) has allowed humans unprecedented access to space; from first 

manned spaceflight of Vostok 1 to the first human landing on the Moon on Apollo 11, and the continuous operation 

of the International Space Station via Soyuz capsule. The surge in recent times in proposed space missions ranging 

from exploration to extra-terrestrial colonization will see ever-increasing dependence on REVs. 

The velocity ranges within which REVs enter Earth's atmosphere during the descent are of extreme hypersonic 

regimes. Typically, an REV would travel around Mach 25 when it encounters the atmosphere with Apollo capsule 

reported to be travelling at even Mach 36. At these speeds, REVs undergo immense aerodynamic loads which, coupled 
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with continuously changing environment (density, pressure, and temperature), make their flight unstable. Investigating 

the compressibility effects that dominate the flow field surrounding the REV is essential in improving its design and 

performance. However, flow complexities in extreme hypersonic regimes cannot be predicted using standard 

mathematical models and recreating such a harsh environment in wind tunnels carries significant physical and 

financial challenges. Hence, CFD is needed to simulate and predict the fluid dynamics around space vehicles during 

re-entry. 

This research paper aims to investigate the flow characteristics around an Orion-based REV at Mach 5 using Euler 

and RANS models in STAR-CCM+. The effects of introducing viscosity in the flow-field are analyzed, and 

comparison is made with the theoretical prediction of hypersonic flow around blunt-nosed bodies.  

III. CFD Setup 

A. Geometry and Mesh Generation 

REV geometry and the mesh are created using ANSYS ICEM R19.2 package. ICEM is preferred over other 

packages due to its user-friendly interface, a high degree of control in blocking, e.g. automatic O-grid feature to 

increase mesh density in the region surrounding the REV, quality mesh production, and mesh diagnosis ability. The 

REV simulated is based on IDAT modified version of Orion capsule [1] and is shown with dimensions in Fig. 1.  

 

 

Fig. 1 Axisymmetric REV's dimensions with the defined global coordinate system 

 The computational domain is kept at ~6x the chord length upstream (from leading edge) and vertically, and ~20x 

the chord length downstream from the trailing edge. Structured quadrilateral meshing strategy has been adopted due 

to several advantages it offers over the unstructured mesh. Other than efficiency and simplicity, structured grids are 

less computationally intensive, offer grid alignment to the principal flow direction, and provide higher resolution in 

the regions of interest within the flow domain. To obtain a high-quality structured mesh, all meshes generated are 

validated for five quality metrics; Aspect Ratio, Angle, Eriksson Skewness, Orthogonal Quality, and Determinant 

(2x2x2) Stencil. Table 1 lists these metrics with the obtained values for each of them: 

Table 1 Mesh quality metrics with their acceptable and obtained values 

Metric Range Target Value Achieved Value 

Aspect Ratio - 
from unity to the 

order of tens 

1 close to the body, 

37.9 away 

Angle 0° – 90° 18° – 90° 47.88° – 90° 

Eriksson Skewness 0 – 1 0.5 – 1 0.742 – 1 

Orthogonal Quality 0 – 1 close to unity 0.963 – 1 

Determinant 0 – 1 close to unity 0.963 – 1 
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B. STAR-CCM+ Setup 

Siemen's STAR-CCM+ (version 2019.3.1) is preferred due to its enhanced workflow environment, task automation 

using Java macros, and excellent post-processing capabilities. Initially, [2] and [3] are referred to set up hypersonic 

simulations in STAR-CCM+. Any modifications that needed to be made for this research are built mostly upon these 

two resources.  

 

1. Euler Model 

Inviscid modelling is used to obtain an initial approximation of flow around the REV. Euler equations are a set of 

hyperbolic quasi-linear equations that govern inviscid and adiabatic fluid flows. Euler equations govern compressible 

gas flows and provide practical simplifications in many cases, such as hypersonic regimes. In such instances, the 

primary goal of the simulation is to capture discontinuities in the flow, such as shock and expansion waves.  

 

2. RANS Model 

Reynolds Averaged Navier Stokes (RANS) are a family of turbulent models that close ensemble-averaged Navier-

Stokes (NS) equations. This typically involves modelling the turbulent stress by taking the mean value of fluctuating 

velocity as identically 0. It is used in this research to obtain key flow characteristics that are not captured by inviscid 

setups such as boundary layer formation, flow separation, and wake characteristics. Compared to other turbulence 

models such as LES and DNS, RANS are computationally much less expensive. Within the RANS, 𝑘 − 𝜔 SST is the 

most robust from the family of two-equation turbulent models and is used and is recommended for hypersonic analysis 

[2]. 

C. Initial Conditions 

Physics node in STAR-CCM+ sets up initial conditions under which a fluid needs to be simulated. Model 

selections to define the physics of the fluid for this research are listed in the table below. 

Table 2 Initial physics setup for simulations 

Model Selection 

Space Axisymmetric 

Time Implicit Unsteady 

Material Gas 

Flow Coupled Flow 

EoS Ideal Gas 

Viscous regime Inviscid/Turbulent 

 

The finite volume discretization option selected is MUSCL 3rd-Order/CD (MUSCL stands for Monotonic 

Upstream-centered Scheme for Conservation Law, and CD for Central Differencing). It is a hybrid between 3rd order 

upwind MUSCL and 3rd order central differencing reconstruction scheme. Other than its higher-order spatial accuracy, 

MUSCL 3rd-Order/CD scheme ensures boundedness by reducing the accuracy to 2nd order near regions of strong 

shocks, and 1st order in the region of non-smooth flows. Elsewhere in the flow, the scheme is constructed as a 

combination of 3rd order upwind MUSCL and 3rd order central differencing [4]. This ensures that the scheme remains 

less dissipative while also staying robust to solve for discontinuities in the flow.  

 

1. Roe-FDS 

Roe's Flux Difference Splitting scheme, commonly known as Roe-FDS, uses Riemann approximation to calculate 

inviscid fluxes from non-linear governing equations. Obtaining an exact solution of the Riemann problem can be 

computationally expensive and, in some cases, not possible at all. Therefore, the system of conservation laws is 

converted into a quasi-linear hyperbolic system with the flux vector represented by a Jacobian matrix. Roe [5] 

presented a method to approximate the Jacobian matrix across the interface of two cells using parameter vectors, 

which if satisfies conditions of diagonalizability, consistency and conservation, would solve the quasi-linear system 

in a linear manner [6]. Although this approach is accurate for low Mach numbers, for high Mach number flows, Roe-

FDS may introduce instabilities such as carbuncle phenomena and expansion shocks. Also, conducting the 

mathematical steps associated with solving the Jacobians and Roe averaged variables for each cell can still make Roe-

FDS computationally demanding. 
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2. AUSM+ FVS 

Advection Upstream Splitting Method flux vector splitting, AUSM FVS, is an alternate to flux differencing 

schemes to calculate inviscid fluxes of Euler and RANS equations. It splits the inviscid flux into two components; 

numerical convective flux and numerical pressure flux. The convective flux is determined in terms of flow convective 

speed, M, whereas the pressure flux is defined solely in terms of pressure terms. The splitting functions for Mach 

number and pressure introduced by Liou [7] makes AUSM FVS computationally less expensive, capable of capturing 

stationary shocks precisely and removes carbuncle phenomena, even at high Mach number flows. 

D. Boundary Conditions 

Boundary conditions (BC) assigned to each boundary of the computational domain are; Axis to the bottom 

boundary, Freestream to the inlet, outlet, and top boundaries, and Wall to REV geometry. Freestream BC in STAR-

CCM+ requires three parameters to be defined; Mach number, pressure and temperature. These are defined as 5, 

101325 Pa and 300 K, respectively. Freestream BC sets up flow conditions at far-field from the geometry and outside 

the domain. It is a non-reflective BC that is implemented to prevent any spurious reflections modelling of shock waves 

may cause at the boundaries. In the absence of shear force, i.e. inviscid flow, slip condition is imposed on 'wall' type 

BC. For turbulence modelling, the no-slip condition is imposed on the REV. This sets fluid velocity at the REV to 

zero and represents it as a solid stationary wall. 

BC sensitivity analysis is performed using various BCs and are listed in Table 3. For velocity inlet BC, velocity 

and temperature are set to 1715 m/s and 300 K respectively, symmetry plane BC does not require any user input, 

whereas, for pressure outlet boundary conditions, the pressure and temperature are set to 101325 Pa and 300 K, 

respectively. 

Table 3 Boundary condition settings for sensitivity analysis 

 Inlet Top Outlet 

BC1 Velocity Inlet Symmetric Plane Pressure Outlet 

BC2 Velocity Inlet Freestream Pressure Outlet 

BC3 Freestream Symmetric Plane Freestream 

E. Solver Settings 

1. CFL and Time-step Size 

Unlike explicit solvers, implicit schemes do not have a strict restriction of having CFL ≤ 1 condition for stability 

as they are unconditionally stable [8]. Having a larger CFL number for implicit schemes can result in quicker 

convergence (lower residual values) but with higher inaccuracies in the solution, while keeping a low CFL requires a 

lot more iterations to converge. Thus, there is a need to calculate, or estimate, a CFL number that provides a balance 

between convergence and accuracy while keeping the simulations stable†. Furthermore, time-step size and CFL have 

a significant impact on the computational resources required for simulations of this scale and complexity. To obtain 

an initial estimate, CFL 1 is used to calculate the time-step size using following compressible gas dynamics CFL 

formula: 

where Δ𝑥𝑚𝑖𝑛 is the smallest cell size and is found using X size parameter within ICEM, 𝑑𝑡 is the time-step, and 𝑢 is 

the characteristic velocity of 1715 m/s, and 𝑐 is the speed of sound as 343 m/s. All meshes generated in this research 

have the same min x size of 0.00868 m. The time-step size using Eq. (1) is therefore 4.22 x 10-6 s. Corresponding 

physical simulation time and the number of time-steps are easily obtained using the following equations: 

 
† One of the primary indicators of solver instability in STAR-CMM+ is the pressure and temperature correction and/or 

limitation errors that do not disappear themselves within the span of few iterations. 

 𝐶𝐹𝐿 = (𝑢 + 𝑐)
𝑑𝑡

Δ𝑥𝑚𝑖𝑛 
 (1) 

 𝑃ℎ𝑦𝑠𝑖𝑐𝑎𝑙 𝑡𝑖𝑚𝑒 =
𝐷𝑜𝑚𝑎𝑖𝑛 𝑙𝑒𝑛𝑔𝑡ℎ

𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦
 (2) 

 𝑁𝑜 𝑜𝑓 𝑡𝑖𝑚𝑒 𝑠𝑡𝑒𝑝𝑠 =
𝑃ℎ𝑦𝑠𝑖𝑐𝑎𝑙 𝑡𝑖𝑚𝑒

𝑑𝑡
 (3) 
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where domain length is rounded up to 89 m and velocity is 1715 m/s. Physical flow time works out as 0.052 s and 

number of time-steps required for a time-step size of 4.22 x 10-6 s as approximately 12,322. Since the flow is being 

initialized at 1 m/s, it is necessary that flow can develop completely before extracting results. Therefore, initially, the 

simulations are run for a physical time that covers the length of the domain around 1.5x, i.e. 0.078 s, at characteristic 

velocity. This increases the number of time-steps required to approximately 18,484. Running a simulation that takes 

over 18,000 time-steps, each in the order of 10-6 s, is found to be significantly demanding even for Apocrita. As [2] 

verifies, implicit schemes along with expert initialization and CFL ramping features in STAR-CCM+ allow CFL of 

10 or even higher without compromising on the solution accuracy. Various CFL numbers are calculated using Eq. (1) 

and are shown in the following table: 

Table 4 CFL number calculation for different time-step sizes 

dt, s CFL 

4.22E-06 1.0 

1.00E-05 2.0 

5.00E-05 9.9 

1.00E-04 19.8 

  

After running test simulations with all the above time-step sizes, it is found that the time-step size of 5E-05 s 

performs best in terms of residuals, convergence and computational resources. Table 5 offers an insight into how time-

step size affects the computational requirements. 

Table 5 Time-step size sensitivity on computational resources 

dt, s No of dt Max Total Iterations 
Physical 

Time, s 

Distance 

Covered, m 
% Distance 

4.22E-06 18484 1848400 0.078 137.20 154.16 

1.00E-05 7500 750000 0.075 128.63 144.52 

5.00E-05 1500 150000 0.075 128.63 144.52 

1.00E-04 750 75000 0.075 128.63 144.52 

5.00E-05 6000 600000 0.3 514.50 578.09 

 

Physical time of 0.078 s is found to be inadequate to completely develop the flow in the domain. With the time-

step size of 5E-05 s, it is found that simulations need to run for 6000 time-steps for the flow to be developed 

completely. Further, CFL used is 5, instead of 10 as in Table 4 due to AMG linear solver diverging after around 75000 

iterations. CFL linear ramp feature is used from 1st iteration to 210000th iteration (with a starting value of 0.1). The 

aggressive CFL values at the beginning of simulations ensure convergence rate for complex hypersonic flows is 

maximized while solver remains stable throughout the entire simulation. 

F. Turbulence Model Settings 

For viscous flow model, AUSM+ FVS is chosen for flux splitting reconstruction. Recommended modifications 

for SST Menter model in STAR-CCM+ as found in [2] are; Constitutive option as QCR (Quadratic Constitutive 

Relation), Compressibility correction deactivated, and a1 coefficient as 0.355. 

G. Stopping Criteria 

Table 6 Stopping criteria set for all simulations 

Criteria Logical Rule Values 

Continuity, kg/s AND min 1.0E-04 

X-momentum, kg m/s AND min 1.0E-04 

Y-momentum, kg m/s AND min 1.0E-04 

Max Inner Iterations OR 100 

Max Physical Time, s OR 0.3 

Max Steps OR 6000 
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Minimum limits for continuity, x, and y momentum are kept to their STAR-CCM+ default values. For low-velocity 

flows, satisfactory residual convergence can be achieved with 15 to 20 inner iterations per time-step. For hypersonic 

flows, this is found to be quite inadequate. After running several test simulations at 50, 75, 100 and 150 inner iterations 

per time-step, it was observed that 100 inner iterations provided adequate residual convergence while keeping 

computational times within acceptable limits. 

H. Mesh Independence 

Mesh independence study aims to obtain a mesh refinement limit after which solution to governing equations and 

solver setup does not change the result by a significant margin. CD and CL are chosen as the parameters against which 

the mesh independence study is carried out. 

 

 

Fig. 2 Mesh independence study with CL
‡ and CD for all meshes 

Fine mesh is chosen to conduct all simulations on since the percentage differences between Fine and Fine 2 for 

both CL and CD are sufficiently small. However, computational resources needed to simulate a mesh with almost 

79000 more elements would be much higher. For turbulent analysis, the same number of mesh elements have been 

used; however, the mesh bias around REV is modified to capture boundary layer effects. The first cell height is 

calculated to be 3.15 x 10-7 m using an online Pointwise calculator [9] for wall y+ value of 1. 

IV. Results 

 

  

(a) (b) 

Fig. 3 Comparison of near body velocity contours for BC sensitivity analysis; (a) Freestream BC on top wall, 

(b) Symmetry plane BC on top wall 

 
‡ Note that all CL values have been multiplied by -1 to keep the CL axis in +ve range 
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(a) (b) 

 

           (c)  

Fig. 4 CP contours around REV body using (a) AUSM+ FVS scheme, (b) Roe-FDS scheme, and (c) 𝒌 − 𝝎 

SST model 

  
(a) (b) 

Fig. 5  Static pressure distribution over the REV body; (a) inviscid and (b) viscous regimes 

 

  
(a) (b) 

Fig. 6 Inviscid velocity magnitude contours using AUSM FVS scheme 
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(a) (b) 

Fig. 7 Inviscid velocity magnitude contours using Roe-FDS scheme 

  
(a) (b) 

Fig. 8 Viscous velocity magnitude contours using 𝒌 − 𝝎 SST model 

  
(a) (b) 

 

           (c)  

Fig. 9 Velocity vectors around REV body; (a) AUSM FVS scheme, (b) Roe-FDS scheme, (c) 𝒌 − 𝝎 SST model 

 
(a) 

 
(b) 

Fig. 10 Flow separation point using velocity magnitude contours; (a) inviscid and (b) viscous regimes 
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(a) 

 
(b) 

Fig. 11 Numerical Schlieren for flow field obtained using 𝒌 − 𝝎 SST model 

 
   (a) 

 
   (b) 

 
   (c) 

 

 
   (d) 

Fig. 12 Temperature gradient in (a) inviscid and (b) viscous regimes; Density gradient in (c) inviscid and 

(d) viscous regimes; across front bow shock wave 

 

Table 7 Parameters used for validation of CFD results 

 Theoretical CFD 

M1 5 5.06 

P1, MPa 0.101325 0.101325 

ρ1, kg/m3 1.225 2.353 

P01, MPa 53.61 53.61 

P02, MPa 3.31 3.56 

P02/P01 0.062 0.066 

ρ2/ρ1 5.00 5.02 

T2/T1 5.80 5.73 
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V. Discussion 

BC sensitivity analysis is carried out to determine the correct BCs to impose (see Table 3). BC1 and BC2 encounter 

floating point errors around 50,000 and 52,000 iterations whereas BC3 performs similarly in the near body region, as 

shown in Fig. 3, to Freestream settings given in Table 2. Velocity inlet BC (BC1 and BC2) only defines the directional 

velocity magnitude and static temperature of the incoming flow. For solving equations of incompressible flows to 

which the governing equations would converge at Mach << 0.3 this information is enough. However, as 

compressibility effects begin to take place at higher velocities, pressure must also be defined. Imposing symmetry 

plane BC on top wall extrapolates the 'outside' fluid quantities from adjacent cells while reducing the normal 

component to 0. Hence, freestream BC is imposed on the inlet, top and outlet boundaries. 

Figure 4 compares the CP contours from inviscid and viscous simulations. A thin shock layer, one of the main 

characteristics of hypersonic flow, can be observed ahead of the REV. This indicates the presence of a strong shock, 

causing rapid density increase, leading to reduced volume in accordance with conservation of mass. This also means 

that the bow shock angle is almost same as that of REV forebody. Between AUSM FVS and Roe-FDS, latter fails to 

capture the bow shock and pressure gradients after the shock accurately. As shown in Fig. 4(b) inset, Roe-FDS 

introduces saw-toothed patterns on the bow shock. In terms of pressure gradients aft shock, unlike Roe-FDS, AUSM 

FVS captures smooth, rapid increase in pressure as expected with a clear stagnation point at the mid-tip of REV at 

centerline. Further, Roe-FDS also introduces spurious spots within the thin shock layer. CP profiles produced by both 

AUSM FVS and k-ω SST model have no discernable difference. This is further confirmed from Fig. 5 where, as 

expected, introduction of viscosity has not impacted the static pressure distribution over the REV body. 

 Velocity magnitude contours in the vicinity of REV body in Fig. 6 and Fig. 7 show formation of rapid expansion 

fans over REV shoulder as flow begins to turn around the convex corner for inviscid setup. This is followed by flow 

separation from REV body leading to eddies underneath and high-speed flow above (see Fig. 9(a) and Fig. 9(b)). For 

same flow conditions and number of contours, AUSM FVS clearly resolves the flow feature with higher sensitivity. 

Since parts Fig. 6(a) and for Fig. 7(a) contain solution to inviscid setup, the flow separation is caused due to non-

physical CFD artifact; numerical viscosity arising due to discretization of numerical schemes. Compared to AUSM 

FVS, Roe-FDS is further producing spurious artifacts in the thin shock layer as well as throughout the far wake region 

(see Fig. 7(b)). Comparing the inviscid (AUSM FVS) velocity profiles with viscous velocity profiles (see Fig. 8(a)), 

both setups show similar distributions ahead of the REV body. However, formation of boundary layer can be seen 

impact of which magnifies as the flow reaches the shoulder (see Fig. 10). The separation point has moved further 

downstream compared to inviscid flow. This is because the effects of shear forces are now included in the flow. After 

the separation point, a complex flow region is captured by the k-ω SST model. 

 The effect of viscosity in the wake can be observed in Fig. 11. A weak lambda shock due to viscous effects seem 

to be present near the trailing edge of the REV. Recompression waves are created at the free shear layer which 

eventually form into trailing shock. Weak shock reflections also seem to be present before recompression waves and 

on top of free shear layer. The flow around the lambda shock is highly rotational and can be observed in Fig. 9(c). In 

the same figure, rear stagnation point is also seen labelled as 1. This stagnation point forms a division between 

recirculation region to its left and recompression region to its right. The difference due to viscosity can also be made 

with respect to the angle that the free shear layer makes with the aft-REV body (see Fig. 9). 

 Figure 12 contains density and temperature gradients across the bow shock captured by inviscid and viscous setups. 

The horizontal axis refers to the location of REV forebody on the computational domain with respect to the origin. As 

the Mach number increases, the strength of bow shock needs to increase as well to bring hypersonic flow down to the 

subsonic regime. This results in a sudden and significant increase in temperature and density across the shock wave. 

In line with the theory, both setups capture this significant increment and do so with exact same magnitudes. 

 Table 7 compares the theoretical and experimental ratios of stagnation pressure, density, and temperature across 

the bow shock wave for validation of results. Theoretical values have been calculated using the 2D shock relations, 

whereas experimental values have been taken from simulated results. All three experimental ratios show excellent 

proximity to theoretical values. 

VI. Conclusion 

Successful simulations were carried out in capturing aerodynamic flow characteristics around a REV in hypersonic 

flow regime using Euler and RANS models. Roe-FDS scheme is found to be producing non-physical artefacts and 

hence unsuitable for high Mach number flows due to lack of robustness of Roe's differencing scheme. Although wake 

modelling with RANS model was generally in reasonable agreement with theoretical predictions, it did contain some 

erroneous predictions such as weak lambda shock and extra layer just underneath the free shear layer. Overall, this 

study has provided useful guidelines for performing engineering calculations of hypersonic flows around bluff bodies. 
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Features like the unattached bow shocks can be well simulated by an inviscid shock-capturing method while for 

capturing of wake effect downstream of the body RANS model based on AUSM scheme is recommended. 
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Computational Modelling of 
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London, E14NS , United Kingdom 

Underexpanded jets have been the subject of keen investigation in aerodynamics and 

aeroacoustics. The complex flow patterns that take place in Underexpanded jets are still not 

completely understood. One of the measures taken in this respect is to analyze the problem 

using computational fluid dynamics. This paper aims at investigating the effects of various 

CFD parameters on the jet flow, such as boundary conditions and turbulence modeling, using 

ANSYS Fluent package. Mass flow inlet and pressure inlet boundary conditions were imposed 

at the inlet of the supersonic nozzle whereas pressure far field and pressure outlet conditions 

were imposed on the outlet of the computational domain. The combination of pressure inlet at 

the inflow region, pressure outlet at outflow region, and pressure far field conditions at the 

top and side of the domain showed the best results. The simulations were carried out using 5 

turbulence models: standard k epsilon, realizable k-epsilon, standard k-omega, k-omega SST, 

and Reynolds Shear. It was found that the k omega SST model performed the best in capturing 

the flow physics of the jet. The scope of using the Reynolds Shear model must further be 

investigated before making final remarks on its appropriateness. 

I. Nomenclature 

Dj = nozzle diameter 

Mfe = fully expanded Mach number 

NPR = Nozzle Pressure Ratio 

TTR = Total temperature Ratio 

P∞ = Ambient Pressure 

P0 = stagnation pressure  

Uj = jet velocity at the nozzle throat 

T0 = stagnation temperature 

T∞ = ambient temperature  

κ = turbulent kinetic energy 

II. Introduction 

The performance and success of a nozzle can only be determined by how much one can predict the behaviour of the 

processes that are to take place. One such important aspect is the shock produced when the flow is imperfectly 

expanded. This occurs when the nozzle pressure at the exit and the back pressure acting on the nozzle is different. In 

the case of underexpansion, there is a series of expansion fans and compression waves that equalize the pressure at 

the exit to the back/ambient pressure. This continuous process forms quasi-periodic shock cells inside the shear layer. 

This Paper will focus on computational modelling of these jets to examine shocks cells and compare the results to 

other findings. 

The importance of studying the imperfect expansion of jets applies in many engineering aspects such as aircraft 

design, screech noise reduction in civilian aircraft, etc. [1]. The aeroacoustics behavior can be predicted by studying 

the noise generated in the jet however the sources of these noises occur in different regions of the exhaust flow and 
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must be studied individually. This calls for a focused area of importance that can be brought upon by computational 

modelling as, if modelled correctly, there is the flexibility of resolving the flow differently at different places.    

A complete description of the facility and the PIV system can be found in [2]. A strongly under-expanded jet case 

corresponding to NPR 4.2 = and Mfe = 1.59 from the LTRAC experiment [2] is simulated on Ansys Fluent. The 

obtained results are compared with existing RANS simulations and experimental PIV data. 

III. CFD Setup 

A. Geometry and Mesh Generation  

The geometry and design of the nozzle are shown in Figure 1a. A 60��  (axial direction) by 20��  (transverse 

direction) domain is made considering the setup used in the paper [3]. Due to continuous limitation in the simulation 

caused by flow reversal affecting the jet formation, the referred domain size was modified to a square domain. The 

new domain was extended 100 ��  in both the axial and transverse dimensions as shown in Figure 1b. A 

domain/boundary condition sensitivity check is conducted to ensure that the reversed flow limitation occurring does 

not affect the results obtained in the area of interest (near nozzle exit). The area before the converging section of the 

nozzle is extended upstream to ensure stability.  

 

 
(a) 

 
(b) 

Fig. 1 Nozzle geometry with dimensions (a), computational domain (b) 

A domain to boundary condition sensitivity check is performed to ensure that changes in the domain size would 

not affect the solution obtained. First, a solution is obtained for the square mesh in which the jet formed agrees with 

the theoretical understanding of the process. Then a larger domain (200��  to 100��)  with the same number of cells is 

made by expanding the mesh in the radial direction. It is found that there is a negligible difference in the values 

obtained by both cases. This shows that the square mesh can be considered as accurate enough to conduct the 

simulations on and be used as the basis for further study. 

 

Fig. 2 Different View of nozzle geometry 
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ICEM CFD software is used to generate the mesh as it allows for more flexible options to concentrate the mesh in 

the area of interest. The mesh contains 210 * 103 cells and is concentrated streamwise from the nozzle lip to obtain a 

well resolved shear layer. The aspect ratio of the cells within the area of interest is maintained at 1 but increases 

thereafter away from the region of interest. The lowest grid spacing in both the axial and transverse direction is 

0.0001m. The small size of the cell ensures that the flow is capture and well resolved. The skewness of the cells is 

kept above 0.8 throughout the mesh and the maximum angle between the cells are above 18°. All these aspects are 

necessary for establishing a good mesh for Fluent. Figure 3a shows the mesh on the whole domain, as the elements 

are concentrated at the nozzle. Figure 3b shows the mesh closer to the nozzle. Figure 4 shows the mesh at the nozzle 

lip and the area of interest. 

 

 
(a) 

 
(b) 

Fig. 3 Fine mesh of the full domain(a), Mesh closer to the nozzle(b) 

 

 

Fig. 4 Mesh at the area of interest 

 

A mesh independence study is done based on the velocity profile captured in the first 3 shock cell by the mesh 

compared to the solution obtained from the RANS solution in paper [3]. Mesh 1 underpredicted the velocity of the 
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flow after the shock and the area of shock was not resolved correctly. Mesh 2 and 3 compared well compared to the 

RANS solution obtained from the literature. Mesh 2 was used as the primary mesh for all the simulations as it gave 

the best result for the least computational effort.  

B. Boundary Conditions 

The boundary conditions used for the simulations are shown in Figure 5. The figure is not up to the scale of the 

original domain used. The boundary conditions include an inlet boundary condition at the inflow region, outlet 

pressure condition downstream for the jet outflow, axis boundary condition at the bottom wall and freestream 

boundary conditions at the other parts of the domain, i.e. top and side.  

 

 

Fig. 5 Domain Boundary Conditions 

A pressure inlet boundary condition is applied at the inflow region where the stagnation pressure and temperature, 

obtained by the NPR and the TTR, is defined. Wall boundary conditions are used for the top wall extending from the 

inlet to the converging section of the nozzle, and the body of the nozzle as shown in Figure. No slip conditions are 

applied throughout the wall conditions. An axis boundary condition is applied to the bottom wall of the domain 

because of the axisymmetric nature of the nozzle geometry. The top and side wall of the domain use a pressure far-

field boundary condition. Ambient pressure, ambient temperature and free stream Mach number are defined as per the 

simulation requirements. A very low free stream Mach number, 0.0003, is defined to ensure the stability of the solution 

[4]. A pressure outlet boundary condition is used at the right end of the domain. Only the back pressure, equal to the 

ambient pressure, is required to be defined at the outlet. The operating pressure is set to zero from its default setting 

as there is no need for roundoff error corrections for high speed compressible flows. All the inputs for pressure are in 

terms of absolute pressure. 

 

C. Fluent Setup 

Ansys Fluent software is used to conduct the simulations for this research. Ansys Fluent numerically solves the 

Navier-Stokes equations by converting them into algebraic equations using a control volume-based technique [5]. 

Density-based solver is used as the flow is compressible and supersonic. As the nozzle being simulated is symmetric 

about the center line, axisymmetric conditions are used. To ensure stability in solution, Transient formulation is 

implemented.  

Simulations are carried out for inviscid and different RANS turbulence models. Inviscid model is used to study 

the formation of the jet neglecting viscosity. The presence of a very thin shear layer is obtained when using the inviscid 

model. The inviscid model was used to get a primary understanding of the solution as its simulation are quick.  ANSYS 

Fluent computes this model by solving the Euler equations in which the momentum and energy equations are 

simplified with the absence of viscosity. 

Reynolds Averaged Navier Stokes (RANS) turbulence model is used in this simulation because it is 

computationally cheap when compared to other methods like Large Eddy Simulations or Direct Numerical Simulation, 

and has fast return time [6]. Standard k epsilon, realizable k-epsilon, standard k-omega, k-omega SST, and Reynolds 

Shear turbulence models are studied. As the shear layer formed by using the different turbulent models affect the 

formation of the shock cell and Mach disk, mean axial velocity along the centerline is considered for comparison. The 

turbulent dissipation rate along the lip line is also used for comparison as it is used for acoustic modelling of jets. 



5 

 

The fluid is setup as Ideal gas air model to consider compressibility effects in supersonic flow. Implicit formulation 

is used for both spatial and temporal discretization. Advection Upstream Splitting Method (AUSM) type convective 

flux scheme is used for this simulation since it performs better at resolving contact and shock discontinuities. Least 

Squares Cell-Based Gradient Evaluation method is used to compute gradients. A Second-order upwind scheme is used 

to solve flow and other transport equations from the turbulence model, i.e. turbulent kinetic energy, and the specific 

dissipation rate equations. The second-order upwind scheme provides more accuracy and stability than the first-order 

scheme. First-order implicit scheme is used in time as its unconditionally stable with respect to time step size. Both 

Standard and Hybrid Initialization methods are used for solution initializing. As Hybrid initialization shows less 

stability and accuracy, standard initialization method is used for the simulations.  

 All values are computed from the inlet. The Maximum inner iteration is set to 50. As the simulation includes 

compressible high-speed flow, more iterations are needed to achieve timestep convergence. Having a lower number 

of iterations reduces convergence stability of the residuals. Convergence criteria is set to 10�� for all equations but 

due to flow reversal limitation occurring at intervals of time steps the solution fails to converge. Regardless, the flow 

is studied for local convergence as the residuals seem to stagnate at same values every time step. All simulations are 

run until this criterion is established. This local convergence is achieved as the flow reversal does not affect the solution 

of the jet which can be seen by conducting the domain – BC sensitivity check.   

IV. Results and Discussion  

Figure 6a shows the axial velocity fields of the jet. It is seen that the RANS simulations predict the flow structure 

nicely as it contains features of heavily Underexpanded jets as discussed in the literature. The quasi-periodic shock 

cells are seen in the core of the jet. The interaction with the shear layer and the formation of the jet core is also very 

evident. A relatively long Mach disk is present at the center of the first shock cell as the high and low velocity regions 

between the Mach disk are clearly seen. There is a formation of an internal shear layer after the Mach disk as expected 

from the literature. Shock-turbulence interaction is generated inside this internal shear layer. Fig 6b, c and d show the 

transverse velocity, pressure and temperature contours of the jet. The results of these contours show the formation of 

flow structures such as shock, Mach disk and the internal shear layer and are hence well resolved. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 6 Axial velocity contour of the jet (a), Radial velocity contour of the jet (b), Pressure contour in the jet 

(c), Temperature contour of jet (d) 
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The mean axial flow velocity for the experimental PIV data [7], the RANS literature results [3] and the RANS 

simulation results from this thesis are shown in Fig 7. It is seen that the RANS simulation shows an acceptable 

agreement with the PIV data. The first 2 shock cells of the PIV data are predicted well by the RANS simulation after 

which even though the simulation follows the trend of the mean axial velocity, it fails to accurately predict the 

experimental solution. The main RANS solution completely follows the trend of the RANS result obtained from 

literature and is accurate upto 4 shock cells. The results obtained indicate that the RANS solution is well resolved at 

the jet centre line.  

 

 

Fig. 7 Mean axial velocity at the center line of the RANS solution, experimental results, and results from 

literature 

 

Figure 8 shows the mean axial flow velocity of the experimental PIV data, the RANS literature results, and the 

RANS simulation at the nozzle lipline. The solution of the RANS simulations compares nicely with both the literature 

and the experimental data. It is seen that the solution accurately predicts the velocity for the initial shock cell after 

which it slightly underpridicts the velocity of the flow. This could be due to a requirement of more refinement of the 

mesh at the lip line. It could also be caused due to error in the initial value of the turbulence model.  

 

 

Fig. 8 Mean axial velocity at the lip line of the RANS solution, experimental results, and results from 

literature 
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Mean pressure distribution at the center line of the RANS literature results and the RANS simulation is shown in 

Fig 9. It is seen that the shock pressure along the centre line is in reasonable agreement with the solution from the 

literature. 

 

 

Fig. 9 shock pressure along the center line of the RANS solution, experimental results, and results from 

literature 

The mean turbulent kinetic energy of the RANS literature results and the RANS simulation at the nozzle lpline is 

shown in Fig 10. The RANS solutions reasonably predict the TKE obtained by the literature for x/D < 2 above which 

it overpredicts the solution. It is seen that the solution match the trend entirely but scales the value by an amount. This 

could be caused by the initial condition of the 	 − � � model set up.  

 

 

Fig. 10 Mean Turbulent kinetic energy at the lip line of the RANS simulation and the results from the 

literature 
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Figure 11 shows the mean axial flow velocity at the center line for the five different turbulence models used. It is 

evidently seen that the 	 − � model fails to predict the flow as it does not contain the contribution of a strong shock 

in its flow. The trend throughout the jet is supersonic and only has sonic region at the nozzle exit. It is also seen the 

amplitude of the velocity after the shocks are smaller when compared to other models. This is caused as the shear 

layer is larger and decays the shock cells quicker because the 	 − � model considers the flow as fully turbulent.  

 

 

Fig. 11 Mean axial velocity at the center line using different turbulence models 

 

 

Similar to the 	 − � model the realizable 	 − � model also fails to predict the flow accurately as large variations 

are seen from the true solution. It is seen that there exists a Mach disk in the solution as there is a significant drop in 

the velocity across the first shock cell. As this is not seen in the velocity contour this Mach disk must be small of a 

few computational cell sizes. Along the center line, the realizable 	 − � model overpredicts the solution but follows 

the trend of the true solution.  

The 	 − � model shows most accuracy to the true solution in the first 3 shock cells as seen from Fig 11. An 

interesting point to note with the 	 − � model is that it predicts a very strong shock across the first shock cell. The 

solution is predicted to have reversed flow inside the internal shear layer immediately after the Mach disk. This is 

could be the vortices formed inside the shear layer as discussed in the literature. The accuracy is only true for the first 

3 shock cells after which the flow is still relatively fast compared to the true solution because of a thinner shear layer. 

The Reynolds shear stress turbulence model shows an acceptable agreement with the true solution for x/Dj <5. 

The model predicts the existence of strong shock and therefore the formation of the Mach disk. The first 3 shock cells 

are predicted well after which the model predicts the formation of an additional shock wave at x/Dj>8.Theoretically, 

this model is supposed to be most accurate as it ignores the isotropic eddy viscosity hypothesis. However, due to close 

coupling of equations, it is much tougher to converge. Overall, the results show a possible use of this model as it has 

a reasonable agreement with the true solution in the first three shock cells.   
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Fig. 12 Mean TKE at the lip line using different turbulence models 

 

 

Figure 12 shows the mean TKE at the nozzle lip line of the turbulence model used in this thesis. The 	 − � model 

shows a reasonable agreement with the true solution. It overpredicts the value of the mean TKE at the first few shock 

cells after which it follows the true solution closely. The realizable  	 − � model seems to be inaccurate as it 

overpredicts the value from the true solution. The 	 − � model also seems to be highly inaccurate in predicting mean 

TKE as it significantly underpredicts the value form the true solution. The Reynolds shear stress model shows sharp 

mean TKE gradients at every shock cell compared to the other models and the true solution. Overall, it predicts the 

true solution fairly well throughout the lip line. 

V. Conclusion 

SST 	 − � model proved to be the most suitable turbulence model for the problem setup in this research. This is 

because of its superior performance around the shear layer which leads to a more accurate prediction of shock waves, 

Mach disk and the turbulence in the shear layer. 	 − � model proved to be insufficient for this research due to weaker 

performance in flows with large pressure gradient. On the other hand, the suitability of the Reynold Stress model in 

problems such as this research needs further investigation. It remains to be seen whether the additional computational 

resources required, compensates for results with higher accuracy. 

In addition to exploring Reynold Stress suitability in future, the results of this simulation can be built upon with 

incorporating acoustic modelling. The accuracy of the results could further be improved by implementing higher order 

discretization schemes and/or by using other turbulence models such as LES and DNS. 
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Effective Implementation of Microblowing 

Technique on Airfoils 

Aideal Czar Zohary* 
International Islamic University Malaysia, 50728 Kuala Lumpur, Malaysia 

This paper demonstrates evidence through numerical investigation that a proper 

implementation of micro-blowing technique (MBT) on a S1223 airfoil improves its lift-to-drag 

ratio by 16.5%. A simple and effective CFD modelling of MBT on a Clark Y airfoil shows 

trends similar to published experimental data involving hot wire and wake pressure 

measurements. The Clark Y CFD results are also validated against XFOIL. MBT simulation 

results on the S1223 airfoil consist of the effect of varying blowing fraction and angle of attack 

on the L/D ratio. Our findings indicate that total drag reduction is heavily dependent in the 

manner in which MBT affects the pressure distribution around the airfoil. A proper selection 

of the region in which micro blowing is located will lead to a significant reduction in pressure 

drag. Drop in pressure drag reached nearly 30% across a range of angles of attack. It is 

concluded that the integration of properly located MBT in aft-loaded airfoils should produce 

significant improvement in their performance. 

I. Introduction 

Hwang pioneered the concept of micoblowing technique (MBT) and showed that more than 70% of skin friction 

drag in subsonic and 80% in supersonic flows were reduced on a flat plate [1]. In detailed experimental works later 

with a similar setup that of Hwang`s, it was proven that a drag reduction of up to 90% is possible in subsonic flows 

[2]. The ability of this method to be successfully implemented depends greatly on the MBT skin. Hwang concluded 

that an altered skin can be considered fit for MBT when it contributes to only a maximum addition of 10% of the skin 

friction drag of a solid skin so that any contribution due to blowing will actually give significant reduction in the 

overall drag on a flat plate [1]. The term “micro” means that the blowing hole diameter is much smaller than the 

boundary layer thickness. Thus, the designated hole dimensions depend on the boundary layer characteristics. Physical 

parameters which outlined the necessary constraints of the skin were then determined [3]. An interesting review on a 

handful of research on the early developments of MBT can be seen  in Ref. [4] which also mentioned the adverse 

effect of MBT on pressure drag. 

Early numerical studies focused on the local effect of MBT, without taking into account its influence on the 

surrounding flow [5-7]. Many years later in 2014, a new method named the Microporous Wall Model (MPWM) was 

proposed to model the effect of the MBT skin [8]. It features a boundary condition which include the integration of 

microjets to imitate the effect of micro blowing. It was then adopted to study the performance of a supercritical airfoil 

RAE 2822 in the presence of MBT at transonic speeds [9]. With certain placement of MBT which was considered 

essential in ensuring improved performance, numerical results indicate that a 12.8–16.8% reduction of total drag, and 

14.7–17.8% increase of lift could be achieved with a blowing fraction of 0.05. 

Experimental work resurfaced in 2012 where the details of the boundary layer over the permeable surface was of 

interest and validated upon the work of Hwang [2]. Valuable theoretical information as described earlier was 

demonstrated in the experiment where due to blowing, the momentum thickness of the boundary layer increases and 

additional observation of a recovery region. To optimize the usage of the MBT skin, the introduction of permeable-

impermeable surfaces on a flat plate was done to study the efficiency of alternating blowing to take advantage of the 

recovery region discovered earlier [10]. Results showed that this configuration is able to provide reduction of the net 

aerodynamic drag of about 15–25% at the same airflow rate as for a completely permeable surface and was subject to 

improve with higher blowing fractions. MBT integration on wings in subsonic flows have also been attempted in Ref. 

[7, 11-15] but to date any reduction in total drag in experiments has not been observed, instead it was found to increase. 
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After over 30 years since the first reported work of this technique, researches have yet to relate the pressure drag 

mechanism in subsonic flows when MBT is used and this is the reason why its implementation on airfoils have never 

reported to be successful in reducing total drag. However, based on a detailed in-depth analysis of their work and 

reasons for earlier disappointments, we arrived at a novel hypothesis that MBT may prove effective on aft-loaded 

airfoils. Thus, the objective of this paper is to perform numerical studies on the successful application of MBT on a 

S1223 high lift low Reynolds number airfoil. The numerical approach will be validated with previous experimental 

data followed by the aerodynamic performance assessment of the MBT integration at a chord-based Reynolds number 

from 0.3 x 106 and a range of angle of attack from 0-10 degrees. Corresponding details on the drag reduction 

mechanism will be discussed. 

 

II. Total Drag Reduction with MBT 

A. Effect of MBT on Pressure Drag 

 MBT has long been known to adversely affect pressure drag despite its undoubted success in the literature in 

reducing skin friction drag. The general effect on how MBT affects the pressure distribution on airfoils can be seen 

numerically and experimentally [9, 13]. It is clear that in the presence of blowing, generally Cp increases upstream 

especially as it reaches the MBT region and then decreases downstream. The change in Cp to some degree is due to 

the increase of the effective airfoil thickness, since in the presence of blowing, the overall thickness of the boundary 

layer increases.  Consequently the flow “sees” the airfoil having a slightly distorted geometry [16]. Due to this, it is 

possible to control the pressure forces acting on the airfoil via MBT with using design considerations on the proper 

location and size of the MBT region. In deciding the MBT location, information about the Cp vector distribution 

around the original airfoil is vital. 

B. Implementation of MBT on the S1223 airfoil 

Selection of airfoils is crucial in determining successful implementation of MBT. Due to the reasoning mentioned 

earlier, aft-loaded airfoils which feature high pressure drag contribution near the trailing edge should perform well 

with the integration of MBT. The S1223 high lift-low Reynolds number airfoil is a great candidate for this study since 

the application of high efficiency airfoils in the low Reynolds number regime is increasingly attractive for UAVs. 

Figure 1, illustrates the Cp vector along the S1223 baseline airfoil with divided segments showing the contribution of 

pressure forces towards positive or negative drag. 

 

 

Fig. 1 Baseline pressure vector for the S1223 from XFOIL at Reynolds number: 0.3 x 106, and (α= 0°): green 

portion indicates negative pressure drag and red portion indicates pressure drag. 

 

The direction of the vectors is governed by the flow condition, angle of attack as well as the geometry of the airfoil. 

Recall from the literature that the Cp upstream of the blowing region will increase and decrease downstream. Thus, 

using this as a rule of thumb, the onset for MBT was selected to be at x/c: 0.68 on the lower surface, so that segment 

5 experiences an increase in Cp thus supposedly increasing the contribution towards lift as well as negative pressure 

drag. The blowing region ends at x/c: 0.8 to reduce the pressure drag contribution in segment 4 and to take advantage 

of the recovery region in skin friction reduction as reported in the literature. It is important to note that since Cp changes 
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with angle of attack, the design process should take into account the most strategic location of the MBT region 

depending on the intended mission. 

 

III. Numerical Method, Procedure and Validation 

A. Numerical Method 

In this paper, the Shear Stress Transport k − ω model which is a two-equation eddy-viscosity model developed in 

Ref. [17] will be adopted. This SST formulation was devised to effectively blend the robust and accurate formulation 

of the k − ω model in the near wall region with the free-stream correct behavior of the k − ε turbulence closure. Apart 

from that, since available wind tunnel data in Ref. [15] was not reported to be corrected, the baseline simulation will 

also be compared with the XFOIL code [18]. The code combines a panel method and an integral boundary layer 

formulation for the analysis of potential and viscous flows around airfoils. The code was developed to rapidly predict 

the airfoil performance at low Reynolds numbers and its accuracy is well recognized [19]. During validation, 200 

panels were used to represent the airfoil and to match experimental conditions in Ref. [15], a forced transition at chord-

based location of 0.05 was selected on the top surface. The structured meshes for this study and the validation work 

were generated using a C-type topology in ICEM with 30 chordlength in radius and 60 chordlength downstream. The 

designated value for y+ in both cases was chosen to be 1 which is lower than the suggested 3 so that sufficient 

information is captured in the boundary layer [17]. The mesh near the airfoils are shown in Fig. 2. ANSYS 2019 R3 

software package was used to carry out the simulations. Fluent double precision with parallel processing was selected. 

CFD simulations were performed using a steady-state pressure-based solver. The pressure-velocity coupling scheme 

was set to coupled and the least squares cell based was chosen for the spatial discretization gradient. Second order 

upwind was preferred for the pressure, momentum, turbulent kinetic energy and specific dissipation rate for improved 

accuracy. Convergence is decided when there is insignificant change in cl and cd and the residual errors are below 10-

6 for all governing equations. 

 

  

a) S1223.                                          b) Clark Y. 

Fig. 2 Near airfoil mesh generated using ICEM. 

B. Procedure 

To simulate the effect of MBT, a rather simple approach is being implemented and it is viable since the MBT skin 

used in the experimental data is reported to closely resemble that of a smooth wall [15]. This will allow flexibility in 

the simulation since governing effective roughness parameters such as hole size and porosity are no longer of 

importance. In the case where the effective roughness is significant, this approach may not be as reasonably accurate 

since it is not able to imitate the effect of the holes in resulting additional roughness. In modelling the smooth skin, 

the region in which MBT is applied will then be divided into equal segments where individual length is sufficiently 

small within available computational capabilities. In both cases here, the individual segment length is 0.001x/c making 

the “modelled” holes to be 0.3mm. The segments will then be grouped and defined as a wall and a velocity inlet 

alternatingly. Freestream condition for turbulence intensity was selected to be 0.1% to represent the average wind 

tunnel and the turbulence viscosity ratio will be calculated according to the Reynolds number as reported in Ref. [20]. 

Further simplification is needed since the velocity inlets in the simulation do not report any forces and this is not true 

in real world applications. Due to this, even though in the baseline model all segments are set as “wall”, the 

contribution of forces imposed by the segments which are grouped as velocity inlets, in cases where MBT is being 

applied, will be omitted. 
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C. Validation of CFD modelling using Clark Y 

The results from the numerical approach is examined against the experimental MBT data on a Clark Y airfoil [15]. 

Chord-based Reynolds number is 1.54 million and hot wire measurement at z/c: 0.05 above the blowing region reveals 

that the blowing velocity was 0.08m/s. The total drag was computed from wake pressure measurements located at x/c: 

1.125. However, wind tunnel correction which include buoyancy, solid blockage, wake blockage, streamline curvature 

and additional velocity corrections were not being reported thus resulting in published data for drag not to be 

comparable with CFD [19, 21]. Nevertheless, the objective of this study is not to evaluate the actual data of the airfoil, 

rather to build confidence in the capability of the current numerical approach in estimating the aerodynamic 

performance of the airfoil in the presence of MBT. Supportive data for the baseline CFD simulation is therefore done 

via XFOIL. In the code, the number of panel nodes was set to 200 with a bunching parameter of 1 and amplification 

factor value of 9. Artificial tripping was designated at x/c: 0.05 on the top surface to match the experimental setup. 

Results from Table 1 indeed proves that the baseline CFD model is reliable. Difference may be due to the effect of 

tripping that can easily be modelled in XFOIL as opposed to FLUENT. Similar trend of increasing drag due to MBT 

can also be seen in Table 1 when compared against experimental data. The effect of thickening of the boundary layer 

due to blowing which increases the size of the wake as mentioned in Ref. [12] can be seen in Fig. 3a. This is evident 

especially on the upper surface as shown in the wake total pressure profile. In addition to that, as expected local skin 

friction coefficient dropped in the MBT region and there exists a recovery zone extending further aft depicted in Fig. 

3b as reported by [2, 22]. Data in Fig. 3 show that the CFD results agree with the trend of the experimental data of 

[15]. It is therefore reasonable to claim that the proposed MBT simulation is consistent with actual application 

 

Table 1 CFD MBT comparison against Clark Y airfoil experiment data [15]  

  cl cd,pressure cd,friction cd, baseline cd,MBT Drag increment, % 

XFOIL 0.3581 0.0020 0.0076 0.0096 - - 

FLUENT 0.3232 0.0022 0.0083 0.0105 0.0113 5.14 

Experiment - - - 0.0162 0.0169 3.86 

 

 

  

a) Total pressure distribution in the wake   b) Local skin friction coefficient cf as a function of  

(α = 0°).                                streamwise coordinate x (α = 0°): vertical black lines 

                                                                                        represent onset and offset of the blowing region. 

Fig. 3 CFD and experimental data in Ref. [15] comparison. 
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IV. Results and Discussion 

The aerodynamic performance while varying the blowing fraction and angle of attack was investigated for the S1223 

airfoil. Since there is no ceiling value for the blowing fraction to counter the increase in pressure drag as described in 

Ref. [23], the blowing fraction is selected to be in the range of 1-5%. The angle of attack will be varied from 0-10 

degrees at a Reynolds number of 0.3 x 106. Figure 4a demonstrates the performance of MBT on the S1223 airfoil at 0 

degrees angle of attack with different blowing fractions. Improvement on both drag and l/d ratio can be related with 

increasing blowing velocity. As previously mentioned, the improvement of drag results from the increment of the 

contribution of negative pressure drag upstream of the blowing region in addition to the reduction of pressure drag 

near the trailing edge. In the same figure, it can also be seen that the production of lift deteriorates with increasing 

blowing fraction. This is due to the increase of Cp upstream of the blowing region was unable to compensate the 

degeneration of lift near the trailing edge. The change in both lift and pressure drag can be linked to the modification 

of the effective thickness of the airfoil which affects the variation of static pressure along the chord. The effective 

thickness of the airfoil is sensitive towards surface curvature therefore it can be expected that the trade-off between 

the degree to which Cp is affected is dependent on the location, geometry, and maximum thickness of the airfoil.  

The direction of pressure forces which act normal either towards or outwards of the airfoil surface is determined 

by the local static pressure, whether it is lower or higher than the freestream static pressure. Aside from this, 

geometrically, there exists a line which is perpendicular to the airfoil surface which separates the pressure forces into 

contributing either towards positive drag or negative drag. The starting point on the airfoil due to this line will then be 

referred as the critical point from here onwards. The described information should allow us to intuitively understand 

the drag mechanism caused by pressure forces as well as identify portions on the airfoil which generate positive 

pressure drag or negative pressure drag as shown in Fig. 5.  

 

           

a) Aerodynamic performance as a function of blowing     b) Aerodynamic performance as a function of angle 

fraction at α = 0°.                                                                   of attack with blowing fraction of 4% at α = 0°. 

 

c) Pressure drag reduction as a function of angle of attack. 

Fig. 4 Effect of MBT towards aerodynamic performance of S 1223 airfoil at Re: 0.3 x 106. 
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At zero angle of attack, on the lower surface, the first critical point is located at x/c: 0.03 and the second is located 

at x/c: 0.68. At 10 degrees of attack, the first critical point has shifted downstream to x/c: 0.18 and the second being 

shifted upstream to x/c: 0.32. Hence for a fixed location of blowing region, the potential of MBT is most likely to 

depreciate when being operated at an angle of attack other than the design angle of attack as shown in Fig. 4b. The 

change in effectiveness of MBT at different angle of attack due to the shifting of the critical points can be seen in Fig. 

4c. At 10 degrees, the blowing region is no longer capable to significantly improve the negative pressure drag since 

the critical point has shifted further upstream. Nevertheless, pressure drag is shown to decrease as the Cp aft of the 

blowing region is still being reduced. Other than that, when comparing the effect of angle of attack on the pressure 

distribution as shown in Fig. 5, the component of drag in the pressure vectors near the trailing edge at 10 degrees has 

increased which explains how improvement in pressure drag can still be attained at off-design condition. In general, 

stronger blowing fraction should be able to decrease drag and improve l/d ratio even more. With the current placement, 

a 4% blowing fraction corresponded to a maximum reduction in drag of 16%, reduction in lift of 2.5%, and an increase 

of 16.5% in l/d ratio. This proves that the geometry of the airfoil is crucial in deciding it`s compatibility with MBT.  

 

                   

(a) 0°                (b) 10° 

Fig. 5 Baseline pressure vectors for the S1223 from XFOIL at Reynolds number: 0.3 x 106. Green portion 

indicates negative pressure drag and red portion indicates positive pressure drag. Red lines represent normal         

lines on the airfoil that are perpendicular to the flow (critical point). 

 

V. Conclusion 

Numerical simulation and analysis on the application of the microblowing technique (MBT) on a high lift low 

Reynolds number airfoil S1223 was performed. Blowing was applied on the lower surface at x/c: 0.68-0.80. CFD 

validation work shows agreement with published experimental data in the characteristics of cf, wake, and total drag 

for a Clark Y airfoil. Integration of MBT on the S1223 airfoil has proven to be a success in total drag reduction of 

16% as well as increase in l/d ratio by 16.5% for a chord-based Reynolds number of 0.3 x 106. As discussed, the 

placement of the region of MBT depends on the Cp distribution, geometry of the airfoil, and angle of attack. Optimal 

location of the MBT region should be designed based on cruise or loiter angle of attack to obtain best results. Further 

investigation on the effect of MBT on transition characteristics, and leading-edge separation prevention at very low 

Reynolds number will disclose further potential of MBT as an effective drag reduction technique.  
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The emerging interest in Urban Air Mobility (UAM) and in unrestricted Unmanned 

Aircraft Systems (UAS) challenges the conventional Air Traffic Management (ATM) 

methodologies. In order to overcome the outstanding obstacles, the ATM systems need to be 

highly automated and intelligent, hence increasing efficiency and increase capacity. An highly 

automated ATM/ UAS Traffic Management (UTM) system based on artificial intelligence (AI) 

is technically feasible, however, the opacity and inexplicable characteristics of intelligent 

algorithms restrict the usability of such systems in environments where human operators are 

still involved in making safety-critical decisions. A relatively inexplicable recommendation by 

the system is not conducive to the interaction and cooperation between the Air Traffic 

Controller (ATCo) and the system. This not only reduces the efficiency of the entire operation 

but also increases the risk. This research investigates the adoption of ATM AI for incidents 

and accident risk prediction through the XGBoost algorithm. The study focuses on explaining 

the trained AI model and the predicted results. Moreover, considerations are made on the 

most promising strategies to strengthen the trust between the ATCo and the system through 

the redesign of the interface of Human Machine Interaction (HMI). 

I. Introduction 

Unmanned Aircraft Systems (UAS) have begun to spread, but there is no mature infrastructure and management 

model to enable UAS to operate safely and efficiently in low-altitude airspace [1]. In response to the need for a safe 

and efficient UAS operational framework, NASA and Europe have proposed UAS Traffic Management (UTM) and 

U-Space plans, respectively [2]. However, UTM still needs to adapt to ATM rules and regulations, including the 

flexible use of airspace regulations. UTM and ATM need to coordinate with each other and cannot be completely 
independent because the airspace still needs human supervision [3]. A seamless ATM/UTM system requires not only 

the interoperability of system components but also of the information exchange and management used by different 

processes and services [4, 5]. The traditional air traffic control model puts a heavy burden on Air Traffic Controller 

(ATCo) and cannot meet the demand for high-volume traffic. UAS operations need to be safely integrated into 

isolated/non-isolated airspace. It is impossible to use the existing ATM system to manage the high density and 

diversified flight equipment in single airspace [6]. Therefore, a more efficient Decision Support System (DSS), a 

support system for air traffic control based on AI technology, is introduced to implement in UTM system, which has 

more improves the control level of ATCo and reduces the workload, to dynamically balance the demand for air 

transportation. The decision-making system developed based on Machine learning (ML) can already solve complex 

mass data analysis problems by identifying the interaction patterns between variables [7]. At the same time, using the 

general algorithm of the open source platform to create an auxiliary prediction system can simplify the deployment of 

the program and reduce the barriers to entry [8, 9]. Decision-making needs to be transparent, especially when the 
profit or loss caused by the decision is seriously concerned. That is especially critical when AI systems are deployed 

in areas where humans have long dominated [10]. Therefore, it is necessary to build the trust of human operators in 

the system by understanding the conclusions of the AI system and the reasons behind the results. The collaboration 
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between ATCo and auxiliary systems, mutual trust and workload have a significant positive correlation [11]. It is 

necessary to assist decision-makers to trust the conclusion of the system through XAI [12]. Therefore, the human-

machine system needs to be adjusted and developed to handle the high-level information of the future UTM. However, 

the responsibilities and tasks of the UTM operator are not fully identified. It is therefore very challenging to properly 

design such HMI and choosing the suitable ML/AI and XAI for UTM operations. Thus, the preliminary UTM operator 
task analysis was performed and also proposed human-machine interactions workflow for HMI design [13]. This 

research aims to improve the development of ATM/UTM DSS applications by using open source AI algorithms and 

exploring the explanation methods of the results given by the model, and the purpose of the research is to enable non-

AI experts to understand the results of the model, to achieve the trustworthiness and reliability of the AI system. 

II. Literature Review 

A. AI algorithm 

The structure of the AI algorithm is flexible, while it needs to assume that the input data is very limited. Thus, it 

is suitable for dealing with complex and highly nonlinear relationships in data [14]. Ensemble learning is one of the 

most popular and promising machine learning methods. Its fusion methods include boosting, bagging and stacking 
[15]. Ensemble learning not only explains the interaction between input variables and predictive models but also 

identifies the relative importance of key factors. Gradient Boosted Decision Tree (GBDT) is an integrated learning 

method based on decision trees. Unlike traditional Decision Tree (DT), the enhanced design enables GBDT to 

iteratively train a series of weak learners and strategically generates the best tree set to improve prediction accuracy 

[16]. Ramon [17] demonstrated the take-off time prediction system based on the GBDT model, which provided more 

accurate prediction results than Enhanced Tactical Flow Management System (ETFMS). GBDT is applied to more 

scenarios at the same time; for example, Zhou [18] proposed based on GBDT and LR (logistic regression). Zhang [19] 

presented a spatiotemporal gradient-enhanced regression tree model, which extracts the spatiotemporal correlation of 

neighbouring and target links from historical and real-time traffic data, thereby providing higher prediction accuracy. 

For non-stationary and nonlinear features, the ML algorithm is generally more accurate [20]. However, most ML 

models lack the explainability of the algorithm itself and the output results. 

B. Explainable AI (XAI) 

According to Arrieta et al. [21], the XAI method is systematically analysed, and its importance is divided into two-

step classification. The first classification, which includes interpretable models and model explainability techniques, 

divides XAI into two methods: model transparency and post-hoc explainability. When the ML model cannot satisfy 

its transparent explanation, a particular method is needed to explain its decision, so that the second classification is 

generated based on the first classification: model-agnostic and model-specific method. Model-agnostic methods can 

be applied to any AI model, while the model-specific methods are a post-hoc explanatory technique developed for a 

specific AI model. Generally, the black box model will use the post-explanation method. The Local Interpretable 

Model-Agnostic Explanations (LIME) method is used to explain the prediction of any classifier or regression model 

[22]. It does not interfere with the algorithm inside the black-box but randomly disturbs the input data to form analog 

data. The feature importance is obtained by comparing with the prediction result between the disturbing data and 

original example, thereby generating an explanation for a single prediction of any ML model. The SHapley Additive 
exPlanations (SHAP) is a method based on the concept of game theory to calculate the importance of additive features 

for each specific prediction [23]. Similar to the "feature correlation explanation", the method describes the function 

of the opaque model by ranking or measuring the impact, relevance or importance of each feature in the prediction 

output. Lundberg et al. [24] developed TreeExplainer based on SHAP, which is a visual local explanation method. 

While assigning the weight and value to each feature, the local explanation is extended to capture the interaction of 

the features directly, and a large amount of local explanations are used to understand the global structure. 

C. Human-Machine Interaction (HMI) 

With the increasing role of AI, the pre-existing problems, such as trust, over-dependence, and loss of situational 

awareness and control, not only have not been eliminated but also been further amplified [25]. Traditional Human-

Machine Interaction (HMI) focuses on the visual display, and system information mainly relies on display output [26]. 

In ATM applications, additional physiological sensors are exploited to improve the effectiveness of HMI, such as 

voice recognition [27], gesture recognition [28], and eye-tracking sensors [29]. One emerging concept that aims to 
enhance cognitive states of the human operator in real-time during the complex and time-critical operations with a 

high level of automation is Cognitive Human Machine Interfaces and Interactions (CHMI2) [30]. A human cognitive 

state monitoring/enhancement by machine prevents cognitive overload and human-oversight when increasing the level 
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of autonomy in decision support systems. The CHMI2 framework comprises of three main modules: sensing, inference 

and adaptation. Similar to other proposed HMI concepts in the literature, CHMI2 sensing module also uses advanced 

neurophysiological sensors, but in this framework, they are used to collect the responses in real-time. The collected 

and pre-filtered data is passed through the inference module to estimate the cognitive state of the operator. This 

inferred cognitive state is the key driver to dynamically adapt the HMI formats/functions and automation behaviour 
[31]. However, such adaptation must occur in a human-comprehendible manner, promoting trustworthiness and 

understandability by the user of the system.  

III. Methodology 

The first section is the dataset preparation. The second part is the prediction model developed with the open-source 
XGBoost algorithm. The third part is explaining the post-explanation method with SHAP. The fourth part is 

information interaction combiner. The last part is the framework of predictive and explanation models. 

A. Data Preparation 

In order to verify the model, the meteorological data used in the research comes from the open-access database of 

Bureau of Meteorology (BoM); all incidents and accidents report data to obtain from Australian Transport Safety 

Bureau (ATSB) National Aviation Occurrence Database. The date of weather and incidents and accidents, which is 

from 1 April 2018 to 31 March 2019, and from 1 July 2019 to 30 November 2019. The location of the weather data is 

Melbourne Airport, and the site number is 086282. The incidents and accidents data are based on Melbourne Airport 

as the centre, within a 15 kilometres radius of the report, and the types of reports are all weather-related. The record 

of meteorological data is divided into three parts, which is the synthetic daily data, the observation data at 9 am, and 

the observation data at 3 pm. The entire data is divided into five sectors. The first sector is ID and Date. The second 
to the fourth sector are meteorological data, which are the synthetic daily data including the observation data at 9 am 

and the observation data at 3 pm. Lastly, the fifth sector is the incidents and accidents report. 

B. Prediction Model - XGBoost 

XGBoost model is essentially a GBDT model, which is proposed by Chen and Guestrin [32]. Its goal is to 

maximize the speed and efficiency of the model. The algorithm combines multiple weak learners through the boosting 

method, and its basic algorithm is the CART decision tree. The DT method has good interpretability and transparency 

[33]. 
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while the second-step of Taylor expansion is performed on the error part. Also, the algorithm itself adds L1 and L2 

regularization terms to prevent over-fitting and enhance generalization ability. The core concept is to continuously 

perform feature splitting and learn new functions to fit the residuals of the previous prediction. Therefore, the objective 

function is essentially divided into two parts. The first part is the loss function, whose goal is to reveal the training 

loss, that is, the difference between the predicted score and the real score. The second part is the regularization term, 

which defines the complexity of the algorithm to avoid overfitting. When let the 𝐺𝑗 = ∑ 𝑔𝑖𝑖∈𝐼𝑗
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 is substituted, the final function is shown as Equation 2. Also, Equation 3 is the calculation 

expression of Gain, which represents the contribution degree of each leaf node to the current model loss. 
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XGBoost provides seven hyper-parameters, which can be adjusted to improve the algorithm's progress, robustness, 

and reduce overfitting. The experiment adjusts only part of the hyperparameters, which is the learning rate, the 
maximum depth, and the minimum child weight. The remaining hyperparameters are all set to fixed values, the 

maximum number of iterations is set to 800, the Lambda regularization is 1, the Alpha regularization is 0.85, the 

gamma value is 0.2, and the sub-sample is 0.85. Finally, the parameter configuration with the highest predicted value 
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is selected for the explanation. The prediction model train on Python 3.7.8 with computing libraries. These computing 

libraries include Numpy 1.18.5, Pandas 1.0.5, Scikit-learn 0.23.1 and XGBoost 1.3.0. 

C. Explanation Model 

SHAP is an additive feature attribution method, which attributes the output value to the shapely value of each 

feature. In other words, it calculates the Shapley value of each feature and then measures the impact of the feature on 

the final output value [34, 35], which is expressed as Equation 5. 

𝑔(𝑧′) = 𝜙0 + ∑ 𝜙𝑗𝑧𝑗
′

𝑀

𝑗=1
(5) 

where 𝑔 represents the explanation model; 𝑀 is the number of input features; 𝑧 represents whether the feature exists; 

𝜙 is the attribution value of each feature (Shapley value). The output 𝑆 of the tree conditioned on the feature subset is 

defined as 𝑓𝑥(𝑆). The SHAP value is based on game theory to average all possible conditional expectations. For a 

certain feature 𝑗, it is necessary to calculate the Shapley value for all possible feature combinations (including different 

orders) and then weighted summation. The formula is Equation 6. 

𝜙𝑗 = ∑
|𝑆|! (𝑝 − |𝑆| − 1)!

𝑀!𝑆∈𝑁{𝑗
[𝑓𝑥(𝑆⋃{𝑖}) − 𝑓𝑥(𝑆)] (6) 

where 𝑆 is a subset of the features used in the model, 𝑥 is the vector of feature values of the sample to be explained, 

and 𝑝 is the number of features. Similarly, the explanation model is trained on Python 3.7.8 with a computing library. 

These calculation libraries include SHAP 0.36.0. 

D. HMI Mode 

The design of the HMI system under the highly automated ATM/UTM system mainly includes the following three 

key points: monitoring of automated programs; awareness of abnormal information; handling of emergencies. 

Therefore, in this research, the information interaction of the prediction system is divided into two states and three 

modes. Which the two states are PNIA (Predict Non-Incidents and Accidents) and POIA (Predict Occur Incidents and 

Accidents). The three methods comprise of Silent Predicting Mode when no Incidents and Accidents are predicted; 
Condensed Prompt Mode when an incident or accident is predicted; Detailed Information Mode that can be viewed 

regardless of status. The interaction input methods are operating via a traditional keyboard, mouse, and other physical 

buttons. There are two interaction output methods, output visual images through monitors, which is divided into the 

main and secondary displayer, and output prompt sounds and alarms through audio. 

E. Process Framework 

 

Figure 1. Process framework of prediction model. 

The processing flow of the program is illustrated in Figure 1. The training data set is input into the XGBoost model 

for training, and the trained prediction model is obtained. Then the test data set is predicted, and the output result is 

compared with the test data set to obtain the model prediction accuracy. Then input the trained prediction model and 

test data set into the SHAP model to generate SHAP values and interpret the data afterwards. Finally, post-hoc-
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explanation data are re-edited in the information interaction combiner, and then output the prediction results and 

related explanations. 

IV. Result and Discussion 

A. Model generation 

A total of 518 days of data were input to the model and split into two data sets. The system randomly selects 67% 

of the data as the training set for training the model, that is 347 days of data. 33% of the data is the test set used to test 

the accuracy of the model, that is, 171 days of data. The test sets up three hyperparameters to compare the results. The 

three hyperparameters are learning rate, maximum depth, and minimum child weight. The role of the learning rate is 

to prevent overfitting by shrinking the step size of the iteration. In other words, by reducing the weight of each step, 

the robustness of the model is improved. In this test, a total of four values were taken, which are (1, 0.1, 0.01, 0.001). 

The maximum depth value is the maximum depth of the tree, and its function is also used to avoid overfitting. The 

larger the maximum depth value, the more specific and local samples the model can obtain. In this test, a total of 4 

values were taken, which are (3,5,8,10). The minimum child weight determines the sum of the minimum leaf node 

sample weights. This parameter is also used to avoid overfitting. When its value is large, it can prevent the model 
from learning local special samples. However, if this value is too high, it will lead to underfitting. In this test, a total 

of 4 values were taken, which are (1,3,4,7). The remaining hyperparameters are fixed values, and no adjustments were 

made in this experiment to obtain more experimental data. 

B. Model performance evaluation 

A total of 518 days of data are the inputs of the model and split into two data sets. The system randomly selects 

67% of the data as the training set for training the model, that is, 347 days of data. 33% of the data is the test set used 

to test the accuracy of the model, that is, 171 days of data. The test sets up three hyperparameters to compare the 

results. The three hyperparameters are learning rate, maximum depth, and minimum child weight. The role of the 

learning rate is to prevent overfitting by shrinking the step size of the iteration. In other words, by reducing the weight 

of each step, the robustness of the model is improved. In this test, a total of 4 values were taken, which are (1, 0.1, 

0.01, 0.001). The maximum depth value is the maximum depth of the tree, and its function is also used to avoid 

overfitting. The larger the maximum depth value, the more specific and local samples the model can obtain. In this 
test, a total of 4 values were taken, which are (3,5,8,10). The minimum child weight determines the sum of the 

minimum leaf node sample weights. This parameter is also used to avoid overfitting. When its value is large, it can 

prevent the model from learning local special samples. However, if this value is too high, it will lead to underfitting. 

In this test, a total of 4 values were taken, which are (1,3,4,7). The remaining hyperparameters are fixed values, and 

no adjustments were made in this experiment to obtain more experimental data. 

C. Identify influencing variables 

The highest positive correlation between the two variables is 0.98, and the highest negative correlation is -0.69. 

The most relevant features are the temperature in each period and Mean Sea-Level (MSL) pressure. There is no close 

correlation between the remaining features. The XGBoost develops ML algorithms based on a tree model which are 

different from the combination of linear models; tree models are naturally robust to related variables [36]. For 

XGBoost, the existence of relevant variables will only increase the calculation time, but it will not have a great impact 
on the accuracy of the model. When preparing the data in this experiment since there were less than 20 types of 

variables, the relevant variables were not screened. 

D.  SHAP Explanation 

All variables in the model are considered "contributors". In each prediction sample, the model produces a 

prediction value, and the value assigned to each feature in the sample is the SHAP value. The part A of Figure 2 shows 

the summary plot, which combines feature importance and feature effect to help understand the variables in the model 

globally. Each point in the Figure 2 represents one aspect of data. The ordinate represents the variable, and the abscissa 

is the SHAP value. The redder the colour represents the larger the value and the bluer the colour represents the smaller 

the value. The overlapping points jitter in the y-axis direction so that we can understand the distribution of Shapley 

values for each feature. As shown in the figure, the higher the wind speed, the higher the output of the predicted value 

of the model. In other words, the more incidents and accidents will occur, and the impact at low wind speeds will be 
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lower. The opposite is sunshine time and MSL pressure. The higher the value of these two variables, the smaller the 

effect on the output value. This means that the longer the sunshine hours and the higher the mean sea level pressure, 

the lower the probability of incidents and accidents. The part B shows the SHAP feature dependence plot for maximum 

gust wind speed, which shows feature dependency. Compared with the summary graph, the dependency graph is a 

more specific global explanation. It focuses on the impact of a single variable on the overall model. For each data 
instance, draw a point with a characteristic value on the x-axis, and draw a corresponding Shapley value on the y-axis. 

Taking the wind speed of 60km per hour as the dividing line, when the gust wind speed exceeds this value, the output 

of the SHAP characteristic value will rise rapidly. However, when it reaches 70km per hour. No matter how the wind 

speed value increases, the contribution to the forecast value will no longer continue to increase. In other words, wind 

speeds exceeding 70km/h tend to be the same threat to aircraft. Part C presents the description of a single sample 

output, that is, sample No. 42 of the test set. The predicted base value of the training model is 0.114. The displayed 

length of each feature is the absolute contribution value of that feature. When the wind speed is 48km per hour, the 

system judges that its contribution to the prediction result is negative, which means that the probability of an accident 

will decrease. When the rainfall is 1.2 mm, the system determines that the probability of an accident will increase. 

However, the contribution of rainfall is much smaller than wind speed. 

 

Figure 2. SHAP explanation of summary plot, dependence plot and force plot. 
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E. Information Interaction Mode 

The information interaction of the prediction system is divided into two states and three modes. When no accident 

occurs, the mode is silent predicting mode. In this state and mode, the system will display "Predictive Alert: Active" 

in the information list area (top left of the main screen) and make predictions periodically. When the system predicts 

that there is no accident, the system will maintain this model, which is characterized by almost no displayed 
information to hinder or distract ATCo's attention. When the system predicts that an accident will occur, the mode 

switches from silent predicting mode to condensed prompt mode. In this mode, the system and ATCo begin limited 

interaction. In the information list area, "Predictive Alert:" changes from “Active” to “Warning” and flashes the alert. 

At the same time, the label of the corresponding aircraft flickered to guide ATCo to deal with emergencies. In addition 

to visual images, when the label flashes, the system will output an alarm through audio to assist the system to get 

ATCo's attention. 

Based on the original information, the label adds the predicted probability and the type of incident/accident, and 

at the same time prompts ATCo to inform the pilot. In order to open the information on the label, the system needs to 

receive ATCo operations. There are two input methods, one is a physical button, and the other is eye tracking. The 

physical button requires ATCo to click on the label of a single aircraft with the mouse to view more information and 

end the flashing and alarm prompts. Figure 3 shows the detailed information mode, which has no status restrictions, 

and information can be viewed at any time. This mode is displayed on the secondary monitor and does not occupy the 
space of the primary monitor. The display layout in this mode is divided into three parts. The left part is the global 

explanation of the training model, that is, explaining the weight and priority of each feature after the model is trained, 

which is similar to the summary plot of SHAP. Moreover, ATCo can view more feature information by sliding up and 

down. The right part shows the local explanation of the training model, explaining the numerical distribution and 

weight of the specified feature in the training model. The display of this part is not fixed, and ATCo needs to click on 

the feature list in the left part. Up to 3 local feature explanations can be displayed at the same time, one is the main 

display and two are the secondary display, that is, data can be displayed without dragging the features. The part at the 

bottom explains the predicted results of each target. Different from the explanation of the training model, the data 

input for target prediction in real-time. The left side of this section provides data series, forecast results, forecast values 

and basic values. In addition, the right side of this part explains the prediction target in a visual method and provides 

the features name and real-time value of the features. Also, this area requires ATCo input operation to switch 
explanation information of different targets. The physical key input quickly switches to the target through the input 

window on the left. 

 

Figure 3. Protype of detailed information mode. 
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V. Conclusion 

A high level of automation support has been increasingly adopted to support tactical deconfliction duties in 

traditional Air Traffic Management (ATM). It is expected to further increase in the shortcoming UAS Traffic 

Management (UTM) framework. With the increasing role of Artificial Intelligence (AI), the complexity of machine 

learning black box has been increasing, which then raises the need for greater transparency thought an Explainable AI 

(XAI). The research introduces the aviation incident and accident prediction model adopting the XGBoost algorithm, 

which is part of the ATM/UTM Decision Support System (DSS). The predicted results of the XGBoost model are 

well within the acceptable range with overall high accuracy. In terms of the explainability of the model, this study 

uses the SHAP interpretation method, which is a post-explanation model. The SHapley Additive exPlanations (SHAP) 
model provides an efficient explanation of the weight distribution of various features during the algorithm training, 

and also the explanation of the global and local output results. It was found that when the gust wind speed is greater 

than 65km/h, it will have a key positive impact on weather-related aviation events and accidents, while when it is less 

than 50km/h, it will have a negative impact. The accuracy and explainability of the predicted results have proved the 

reliability of the model. In the future work, the model not only needs to improve the accuracy further and reduce the 

processing time but also needs to shorten the prediction interval, so that the model can be further used in actual 

operations. To prove the efficiency of the proposed AI explanations and Human-Machine Interactions (HMI), ATCo-

in-the-loop experimental verification activities are targeted. 
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A numerical set up has been developed to predict the axial distribution and time history of 
fuel regression rates. The numerical approach is based on a quasi-one-dimensional CFD 
strategy, which is coupled with chemical equilibrium combustion; the wax-fuel regression rate 
has been simulated with the liquefying fuel theory developed by Karabeyoglu. Local radiation 
heat transfer from both the hot gas combustion molecules and soot particles is considered. To 
investigate the effect of radiative and convective heat transfer further, following two model 
are introduced. Three-dimensional soot radiation model is introduced in our numerical model. 
The effect that radiation enhances the blocking effect is introduced. It is shown that, when 
radiation heating of the fuel and blocking effect are taken into account, the calculated fuel 
regression rates exhibit values and axial profiles close to the ones observed experimentally. 

I. Nomenclature 
𝐴   = port area  
𝐴!"#  = average value in each 1000 iteration 
𝐴$   = pre-exponential factor accounting for 
the sooting propensity 
𝐴%   = pre-exponential factor for soot 
oxidation rate 
𝐴&#'()*!+ = residual of pressure or internal energy 
𝐴'   = soot particulate surface ratio 
𝐵	   = blowing parameter 
𝐵,   = vapor blowing parameter 
𝐶    = constant for soot radiation 
𝐶-., 𝐶-/   = blowing correction coefficient 
𝐶0, 𝐶01   =  Stanton number with and without 
blowing 
𝐶+   = heat capacity of liquid 
𝐶2   = specific heat at constant pressure 
(𝐶 𝑂⁄ )3 = critical carbon and oxygen ratio where 
stop soot oxidation 
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𝐸!   = activation energy for soot oxidation rate 
𝐹&     = correction term of surface roughness 
𝐺	  = local mass flux 
𝐼4     = black-body radiance 
𝐿	  = latent heat 
𝐿'2   = laminar soot point 
𝑃, 𝑝   = pressure 
�̇�    = heat flux 
𝑅   = port radius, or gas constant 
𝑅5#, 𝑅5" = ratio of effective heats of gasification 
for entrainment and vaporization 
𝑇   = temperature 
Δ𝑇.    = temperature difference between melting 
point and vapor point 
𝑇!   = activation temperature 
𝑉   = small section volume of soot area 
𝑊6   = atomic weight for element α, or 
molecular weight for chemical species α 
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𝑌( 	 	 	 = mass fraction of chemical species i 
𝑌'   = soot mass fraction 
𝑍   = elemental mass fraction 
𝑎#78    = entrainment parameter 
𝑏3,	𝑏3.,	𝑏3/ = carbon moll number per unit mass at 
local, fuel oxidizer 
𝑒    = internal energy, or radiative energy 
from small section of soot area 
𝑓'   = soot volume fraction 
ℎ     = enthalpy 
ℎ$   = enthalpy of blowing fuel gas from port 
ℎ9, ℎ#   = total heat of melting and boiling point at 
the liquid 
ℎ"   = effective heat of gasification 
𝑘'   = absorption coefficient of soot 
𝑙     = column length 
�̇�   = mass flow rate 
�̇�     = regression rate 
𝑡		   = time 
𝑥     = coordinate, or carbon number in wax 
𝑦   = distance from fuel surface, or hydrogen 
number in wax 
𝑧	   = axial distance from injector 
𝛼, 𝛽    = parameter for entrainment, that of soot 
model, or absorptivity 
𝛾   = exponent for soot oxidation rate 
𝛿   = boundary layer thickness 
𝛿,   = concentration boundary layer thickness 
𝜁   = mixture fraction 
𝜁:, 𝜁'%  = soot inception limits 
𝜂   = nondimensional radial distance in 
boundary layer 
𝜂,   = nondimensional radial distance in 
concentration boundary layer 
𝜃   = elevation angle of ray 
𝜀     = emissivity 
𝜅   = absorption coefficient 
𝜇     = viscosity 
𝜉     = mixture fraction 

𝜌     = density 
𝜎     = Stefan-Boltzmann coefficient 
�̅�     = transmissivity 
𝜏'2   = soot formation time 
𝜙   = nondimensional axial velocity in 
boundary layer 
𝛹:   = ratio of soot inception oxidizer-to-fuel 
ratio to stoichiometric oxidizer-to-fuel ratio 
Ω   = solid angle 
𝜔'   = net soot volume formation rate 
𝜔'$  = soot volume formation rate 
𝜔'%"   = surface soot oxidation rate 
 
Subscripts 
𝑐	    = convection 
𝑐𝑒𝑛𝑡𝑒𝑟 = center of the hybrid rocket engine 
𝑐𝑙	    = classical 
𝑒, 𝑒𝑑𝑔𝑒	 =	 boundary edge	
𝑒𝑛𝑡  = entrainment 
𝑒𝑡ℎ𝑦𝑙𝑒𝑛𝑒 = ethylene 
𝑓	   = fuel 
𝑓𝑙	 	 	 = flame 
𝑔	    = gas 
𝑖    = molecular species, nodes number, or ray 
number 
𝑙    = liquid 
𝑘   = ray mesh point 
𝑚     = melt, or mean 
𝑛𝑜𝑟𝑎𝑑  = value in the absence of the radiation 
𝑜, 𝑜𝑥  = oxidizer 
𝑞1𝑑  = quasi one dimensional 
𝑟		   = radiation, or reference 
𝑠	   = soot 
𝑠𝑡	   = stoichiometric 
𝑣	   = vapor 
𝑤𝑎𝑙𝑙  = wall 
𝑤𝑎𝑥	 	 = wax 
0   = values in the fuel streams, or reference 
1	 = values in the oxidizer streams 

II. Introduction 
 A hybrid rocket often uses a solid fuel and a liquid or a gaseous oxidizer. Hybrid rocket is studied and developed 
actively for future space transportation with the hope for the benefit of its inherent safety characteristics. Because of 
the low regression rate of conventional hybrid rocket fuels, the solid grains tend to be long or with a complex geometry 
(like a multi-port fuel) in order to achieve a high thrust output. One method to increase the regression rate is to use 
liquefying fuels including paraffin-wax fuel. Karabeyoglu et al. [1] revealed that the droplet entrainment from unstable 
liquefying layer formed over the fuel surface would increase the regression rate. They also extended the classical 
theory of fuel regression rate [2] to a liquefying fuel hybrid rocket. In order to use the wax-based fuel hybrid rocket 
practically, predicting the time history and space distribution of the regression rate is essential for designing and 
controlling propulsion characteristic. In the case of paraffin wax fuel hybrid rockets, it is needed to predict both vapor 
and entrainment regression rates individually in order to estimate the degree of the deterioration of combustion 
efficiency due to unburned wax fuel droplets. The radiative heat transfer to the surface of the fuel grain is significant 
when the mass flux is small and consequently the convective heat transfer is relatively small [3]. Radiation can play 
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a significant role especially with paraffin wax which is known to be a heavily sooty fuel. There are few previous 
researches to predict the effect of the radiation numerically. 
 In this study, we developed a reduced spatial dimension model to predict the regression rate for a relatively long 
combustion time for a small computational cost. To evaluate the local fuel regression rate of paraffin-wax, we apply 
the Karabeyoglu model [1] of liquefying hybrid rocket (which will be recalled in the section III.A) in a quasi-one-
dimensional CFD simulation. Chemical equilibrium, and radiation are considered to calculate the steady-state solution 
at given time instants in the burn. In this study, these two new model are applied to previous research [4] to further 
investigate the radiative and convective heat transfer. Three-dimensional soot radiation model is applied. The effect 
that radiation enhances the blocking effect [5] is also introduced. After calculation of the steady-state solution at each 
time step, the fuel port is updated, and the process is repeated until the combustion ends. We compare numerical 
results with experimental ones of Messineo et al. [6] to evaluate the validity of this prediction model. In addition, 
comparison will be made between numerical results and reconstructed time-dependent results [7] from experimental 
data [6]. 

III. Numerical set up 

A. Regression rate theory of liquefying hybrid rocket 
 We first recall the results of the liquefying hybrid rocket fuels model which Karabeyoglu et al.[1] proposed. The 
total regression rate is expressed by the sum of the regression rates respectively due to the fuel vaporization and droplet 
entrainment as: 

�̇� = �̇�" + �̇�#78 .  (1) 
 Marxman pointed out that radiation and convection are not independent. [5] Radiation increase the rate of 
vaporization and aerodynamic blowing parameter and reduce the convective heat transfer. In this study, We apply this 
effect to the previous numerical model [4]. Marxman derived this following equation, 

�̇�!"!#$ = �̇�𝐶,𝑛𝑜𝑟𝑎𝑑𝑒𝑥𝑝 $−
�̇�𝑟

�̇�𝐶,𝑛𝑜𝑟𝑎𝑑
% + �̇�𝑟 , (2) 

where the subscript 'norad' is the value when radiation is not assumed. To calculate the convection heat transfer which 
occurs under the given flow conditions in the absence of the radiation, the Karabeyoglu theory [1] is applied. The heat 
balance of liquid-gas surface is given as: 

�̇�",7%&!) + j𝑅5# + 𝑅5" k
&̇(,)*+,-
&̇)*+,-

lm �̇�#78 =
Ė.,)*+,-
F/5(

= 𝐹&
1.1HI01.3

F/
𝐵 34
341

𝐺1.J𝑧K1./   , (3) 

𝑅5" =
35LM6
57NO(

, 𝑅5# =
58

57NO(
 . (4) 

In Eq. (3) the correction term of surface roughness, 𝐹&, which is made by the ripple of liquefying layer because of a 
high momentum flow is given by 

𝐹& = 1 + .P..F01.9

Q1.:RM0 M(⁄ T
1.3 . (5) 

The ratio of Stanton number with and without the blowing is described as follows:  
34
341

≅ /
/N../U-01.;<

= 3=6
3=6N3=3R&̇(,)*+,- &̇>5⁄ T

, (6) 

𝐶-. =
/

/N../U-1.;<
  𝐶-/ =

../U-1.;<

/N../U-1.;<
  . (7) 

Note that, differently from non-liquefying hybrid theory, only the vapor regression rate is taken into account for the 
aero dynamic blowing parameter. To relate the classical aerodynamic blowing parameter and the vapor blowing 
parameter, the following regression rate expression from classical analysis is needed, 

�̇�:+ =
1.1HI01.3

F/
𝐵𝐶-.𝐺1.J𝑧K1./ . (8) 

In this study, the blowing parameter is set to 5. This value was estimated by Karabeyoglu et al. [8].  
 After calculating the convection in the absence of the radiation, the vapor and the entrainment regression rates are 
calculated by: 

�̇�" + j𝑅5# + 𝑅5" k
&̇(
&̇
lm �̇�#78 =

�̇�𝑡𝑜𝑡𝑎𝑙
F/5(

= 1
F/5(

o�̇�3,7%&!)𝑒𝑥𝑝 o−
Ė+

Ė.,)*+,-
p + �̇�&p. (9) 

 The entrainment regression rate is given by 
�̇�#78 = 𝑎#78q𝐺/6 �̇�V⁄ r .  (10) 
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According to Karabeyoglu et al. [1], the entrainment parameter of wax is 6.88× 10K.P m8.5s0.5/kg3, both 𝛼 and 𝛽 are 
1.5. Di Martino et al. [9]pointed out that the entrainment parameter is influenced by the gas phase density [9] and they 
estimated it as 2.1× 10K.H m8.5s0.5/kg3. The gas density of the results of Karabeyoglu et al. is about 4.0 kg/m3. That of 
Di Martino et al. is about 1.0 kg/m3. In our experiments, the gas density is about 0.6kg/m3, when the oxidizer mass 
flow rate is 50g/s. The entrainment parameter in our experiments should be larger than these two experimental results. 
In this research, we estimate the entrainment parameter as 2.3× 10K.H m8.5s0.5/kg3 from Refs. [1,9]. 

B. Fuel properties 
  In this study, paraffin-wax chemical formula is C35H72. We made the following assumptions: paraffin fuel 
immediately decomposes into ethylene and hydrogen after wax evaporates with the following chemical 
reaction:C35H72→35/2C2H4+H2; the enthalpy of the fuel gas is the same as the boiling point of gaseous wax. The fuel 
properties are listed in Table 2. The melting point, the boiling point, and the heat of fusion of HiMic-1080 (Nippon 
Seiro Co. Ltd.) are used. The standard enthalpy of formation of FT-0070 (Nippon Seiro Co. Ltd.) is used. The fuel 
density is measured before each burning test, and make an average is used. Other properties of wax were retrieved 
from Ref. [1]. 

Table 1 Wax properties 

Melting 
point, K 

Boiling 
Point, K 

Heat 
capacity of 

solid, 
kJ/kg/K,  

Heat 
capacity of 

liquid, 
kJ/kg/K 

Heat of 
fusion, kJ/kg 

Heat of 
vaporization, 

kJ/kg 

Fuel 
density, 
kg/m3 

Standard 
enthalpy of 
formation, 

kJ/mol 
357 745 2.03 2.92 180 163.5 896 -710 

C. Computational fluid dynamics and chemical equilibrium 
 The combustion gas properties are computed by a quasi-one-dimensional CFD simulation and a chemical 
equilibrium analysis. The following 9 molecule species (CO, CO2, H2, H2O, H, O, OH, O2, C2H4) are assumed in the 
combustion mixture, temperature and velocity are in equilibrium among each chemical species.  
 In this study, entrained wax droplets are assumed to be vaporized immediately and contribute to the gas mixture 
in the chamber. The fluid dynamics and carbon-element mixture fraction of the corresponding non-reactive flow are 
computed by solving the governing equations described by Eqs. (11-14), in which fuel mass and energy addition due 
to the fuel vaporization are handled as the product source terms: 

WXF
W8
+ WF*X

WY
= ρ$�̇�𝑙, (11) 

WXF*
W8

+ W(F*3XN[X)
WY

= 𝑃 )X
)Y

, (12) 

W]#NA
3
3 ^FX

W8
+

W]5NA
3
3 ^F*X

WY
= 𝜌$�̇�𝑙ℎ$, (13) 

WXF_
W8

+ WXF*_
WY

= ρ$�̇�𝑙. (14) 

In the case of this study, �̇� = �̇�" + �̇�#78 is used in Eqs.(11-14). Eq. (11) represents the conservation of mass, Eq. (12) 
the conservation of momentum, Eq. (13) the conservation of energy, and Eq. (14) the conservation of carbon element-
base mixture ratio. The specific enthalpy of a gas mixture and the equation of state for an ideal gas are expressed as: 

ℎ = ∑𝑌(ℎ( 	,   ℎ( = ℎ(1 + ∫ 𝐶2(𝑑𝑇
M
M+

,   𝑒 = ℎ − 2
F
 (15) 

𝑝 = ∑ `B
aB
𝜌𝑅𝑇, (16) 

 Assuming that the transport velocities of carbon, hydrogen and oxygen are equal, other element mixture ratio can 
be obtained by only solving the transport equation of carbon-element based mixture ratio. By describing the fuel as 
CXHy, a carbon element mixture fraction of carbon, ξ, is defined as: 

𝜉 = 4.K4.3
4.6K4.3

   , (17) 

𝑏3. =
Y

./YNb
  , 𝑏3/ = 0, (18) 

 Regarding the discretization of the governing equations, the numerical flux is calculated by SLAU scheme [10] 
with a second-order scheme MUSCL approach [11] with a limiter. 
 To calculate the local area averaged chemical equilibrium state, Helmholtz energy or Gibbs energy is minimized 
for the given gas properties. Both free energies are minimized by solving Euler-Lagrange equations [12]. The 
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calculation cost of chemical equilibrium is high because it is needed for repeated calculations. In this study, we have 
devised a table lookup method instead of repeated calculations in order to accelerate the calculation of this process. 
Look up tables are prepared before starting calculation. The gas phase viscosity is calculated by the polynomials, the 
viscosity is assumed to be the function of the gas temperature [12].  

D. Effect of radiation and radiation from hot gas molecules 
 The radiative heat transfer from hot gas molecular and soot particles in the flame was estimated in this study. The 
absorptivity of the wax fuel grain is assumed to be 1. The net radiative heat flux is given by: 

�̇�&,8%8!+ = 𝛼c!Y�̇�&,$+!9#,!' + 𝛼c!Y�̇�&,'%%8 − �̇�&,c!++ = 𝜎q𝜀,𝛼c!Y𝑇$+P − 𝜀c!Y𝑇c!++Pr + 𝛼c!Y𝑄̇ &,'%%8 (19) 
 Statistic narrow band model (SNB) [13] is used to investigate the effect of radiation from hot gas molecules. In 
the SNB model, we can evaluate the radiation from CO, CO2, and H2O, which are the main sources of the combustion 
products radiation. Marxman observed the flame thickness is about 0.06 inches [5]. It turned out that the flame 
emissivity was relatively insensitive to the particular choice of the reaction zone thickness [14]. In this study, the flame 
thickness is assumed 1mm and the oxidizer to fuel ratio is assumed to be stoichiometric. The hot gas molecular 
radiation from the other region assumed to be negligible. 

E. Radiation from soot particles 
 In this study, the radial distribution of soot and the volume radiation from soot particles were estimated. We 
developed a soot volume radiation model and applied it to our numerical simulation. In this study, we develop the 
three-dimensional soot radiation model that can take into account the radiation from all directions and applied this 
model to the previous research [4]. (See section III.E.3) By using this model, we do not need to assume the view factor.  

1. Global soot model 
 In this section, we will provide more details about the global soot model [15–18]. In the global soot model, we can 
estimate the upper and the lower soot inception limits of the oxidizer to fuel ratio. We can also estimate the volumetric 
soot formation rate, and surface oxidation rate. By using these values, we can estimate the soot volume fraction. 
 The upper and the lower soot inception limits of oxidizer to fuel ratio can be written as: 

𝜁: = 𝛹:𝜁'8    𝛹: = 2.5, (20) 

𝜁'% =
(3 d⁄ ).

(3 d⁄ ).N]
6
CDE

K.^ e/N63
F
Gfg
														(𝐶 𝑂⁄ )3 = 0.6 , (21) 

where 𝛹: is assumed to be fuel-independent constant [15], (𝐶 𝑂⁄ )3 is the critical carbon to oxygen ratio at which soot 
oxidation stops. This latter for wax has not been investigated yet, so (𝐶 𝑂⁄ )3 is assumed to be 0.6 [15,19]. 
 ζ and ξ both represent oxidizer to fuel ratio, but definitions are different. The relation between ζ and ξ can finally 
be written as: [4] 

𝜁 = _N6V_3

.N6NV
,   𝛼 = aH

/a4

h4,6Kh4,1
hH,1KhH,6

 ,  𝛽 = /aH
a.

h.,6Kh.,1
hH,1KhH,6

, (22) 

 Next, we will explain the soot formation and oxidation rates. The net soot formation rates can be written as [15]: 

𝜔' = {
𝜔'$ −𝜔'%" 𝜌𝑌'𝐴'			(𝜁 ∈ [𝜁'%, 𝜁:])
−𝜔'%" 𝜌𝑌'𝐴'			(𝜁 ∈ [0, 𝜁'%])

     , (23) 

Previous researchers experimentally investigated the soot particle surface area per unit mass, and they found that it 
can vary from 20m2/g to 270m2/g [15]. In this study, the soot particle surface area per unit mass is assumed to be 100 
m2/g. The soot volumetric formation rates and the surface soot oxidation rates can be written as: 

𝜔'$ = 𝐴$𝜌/ k𝑌i*,1
jKjDE
.KjDE

l𝑇k𝑒K
I,
I   , (24) 

𝜔'% = 𝐴%[𝑂/]𝑇. /⁄ 𝑒K
J,
KI    , (25) 

The activation temperature is equal to 2000 K and is fuel independent [16]. 𝐴%is the pre-exponential factor which 
equals to 120 [20]. 𝐸!is the activation energy for soot oxidation rate and is equal to 163,540 kg/m2/s [15]. [𝑂/]	is 
the molar concentration. 
 To determine 𝐴$, the laminar soot point (LSP) is used. LSP means the flame height. The soot formation time is 
proportional to the LSP, and the soot propensity 𝐴$ is inversely proportional to LSP. 

𝐿'2,$*#+ ∝ 𝜏'2, 
𝐴$,$*#+ ∝ 𝐿'2,$*#+K.. (26) 
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𝐴$,$*#+ of ethylene is equal to 4.0×10-5 [16] and 𝐿'2,$*#+ of ethylene is equal to 0.106 m [18]. From these values, 
𝐴$,$*#+ for the wax can be obtained by Eq. (27) [15]. 

X/,/A75
X/,7ELF57)7

= ODM,7ELF57)7
ODM,/A75

. (27) 

𝐿'2,$*#+ is calculated by Eq. (28) [21].  
𝐿'2,$*#+ = −1.03𝑥 + 88.3			𝑚𝑚  , (28) 

where x is the carbon number. Please notice that when the LSP is used for evaluation of 𝐴$,$*#+, the LSP of wax and 
ethylene must be evaluated under the same test condition. For example, smoke points for each fuel are seen to increase 
with wick diameter [21].  
 
2. Radial distribution of soot volume fraction 
 Marxman et al. [2] assumed that momentum diffusion and concentration diffusion are similar (Reynolds analogy). 
In our model, we also apply this assumption. In their study [2], they assumed the following radial profile of axial 
velocity: 

𝜙 =
l)m.Ne63-fl

)n

.N63-
  , 𝜂 = b

o
 , 𝜙 = 𝑢 𝑢#),#⁄ , 𝑛 = .

p
, (29) 

where y is the distance from fuel grain, and u is the axial velocity at y. For the Reynolds analogy, thus, the radial 
profile of carbon molar fraction, ξ, can be written as: 

𝜉q𝜂,r = 𝜉c!++(1 − 𝜙q𝜂,r) + 𝜉#),#𝜙q𝜂,r     ,𝜂, =
b
o0

 , (30) 
where 𝜉c!++ is the carbon molar fraction at the fuel grain wall, which is assumed to be 1, and 𝜉#),# is the carbon molar 
fraction at the edge of the concentration boundary layer, which is assumed to be 0. By area integrating 𝜉q𝜂,r, the 
following relation stands: 

𝜉E.q =
.

rs3 ∫ 2𝜋𝑟𝜉(𝑟)s
1 𝑑𝑟 = o0

rs3 ∫ 2𝜋q𝑅 − 𝛿,𝜂r𝜉(𝜂)
.
1 𝑑𝜂  . (31) 

The concentration boundary layer thickness is obtained from Eq. (31). When the concentration boundary layer 
thickness is larger than the port radius, the carbon molar fraction at the center is determined by Eq. (32). 
𝜉E.q =

.
rs3 ∫ 2𝜋𝑟𝜉(𝑟)s

1 𝑑𝑟 = ∫ 2𝜋(1 − 𝜂)q𝜉(𝜂)r.
1 𝑑𝜂,  𝜉q𝜂,r = 𝜉c!++𝜙q𝜂,r + 𝜉:#78#& k1 − 𝜙q𝜂,rl, (32) 

where 𝜉:#78#& is the carbon molar fraction at the center of the chamber. From these calculations the radial distribution 
of ξ can be calculated from the local port diameter and the quasi-one-dimensional carbon molar fraction.  
 When the diffusion of the soot is neglected, the soot balance equation in the steady state and neglecting the axial 
and circumferential directions can be written as: 

WF`N"
Wb

= 𝜔'. (33) 
Eq. (34) can be discretized as:  

𝜌(N.𝜐(N.𝑌',(N. − 𝜌(𝜐(𝑌',( = 𝜔',(∆𝑦 . (34) 
When 𝑌',(N. is smaller than 0, we assume that net soot formation rate is zero and 𝑌',( is written as: 

𝑌' =
𝜔'$

𝜔'%" 𝜌𝐴'
 (35) 

In this model, we must assume the profile of the radial velocity. We assume that the fuel gas is a wax. The temperature 
of fuel gas is assumed to be the boiling point of wax. The radial velocity is assumed to decrease linearly from the fuel 
grain surface to the edge of the concentration boundary layer and be zero at the edge of the boundary layer. The gas 
velocity radial component at the grain surface grain is written as: 

𝑣c!++ = �̇�"
𝜌$*#+

𝜌c!++_,!'
 (36) 

 
3. Calculate the soot radiation 
 Gray body radiation is assumed in this study. To evaluate the radiation on the surface, soot area is divided into 
small sections and add up all radiation from the small sections. The effect that radiation is absorbed in the middle of 
the ray is also taken into account. Radiation energy emitted from soot clouds of volume ∆𝑉 to the solid angle ∆Ω is 
written as;  

𝑒 = 𝑘𝑠𝐼(∆𝑉∆Ω . (37) 
Integrating the soot emission over all wavenumber, the absorption coefficient of soot is calculated by Eq. (38) [18].  
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𝑘' = 𝐶𝑓'𝑇 . (38) 
C is assumed to be a constant equal to 1226 m-1K-1 [18]. The radiation emitted from soot is absorbed in the middle of 
the ray. The energy at the middle point of the k is written as; 

𝑒v = 𝑒vK.�̅�vK.→v ,			𝜏vK.→v = exp(−𝑘'𝑙vK.→v) (39) 
where 𝑙vK.→v is the mesh size of ray at point k. Radiant heat flux on the fuel surface considering the radiation from 
all the ray is as follows; 

�̇�& =�𝑒#7),( sin 𝜃(
(

 (40) 

where i is each direction of the ray from small section and 𝑒#7) is the radiative energy at the end of the ray. 𝜃( is the 
elevation angle of each ray i. 

F. Boundary and convergence conditions, calculation process 
 The conditions at the oxidizer inlet and the flow outlet are listed in Table 4. and 5 
 

Table 4 Inlet condition 
Properties conditions 
Pressure Extrapolation 

Temperature 300K 
Mass flow rate Arbitrarily 
Mixture ratio 0 (Only GOX) 

 

Table 5 Outlet condition 
Properties conditions 

Pressure Extrapolation (Supersonic flow) 
0.1MPa (Subsonic flow) 

Density Extrapolation 
Velocity Extrapolation 

Mixture ratio Extrapolation 
  

 The geometry of the port is determined by the experiment [6]. The initial port diameter is 40mm, the fuel port 
length is 100mm, and the nozzle throat diameter is 14mm. The computational region is equally divided and each grid 
spacing is 2mm. The time step for the calculation of the steady state for each geometry is set to 10-7 s. 
 First, CFD and CEA are solved and properties about the gas in the combustion chamber are obtained for the initial 
geometry. From them, the local regression rates are calculated. The criterion of convergence is checked at every 1000 
iterations. We judge the flow is stable when the following criterion is satisfied. 

𝐴&#'()*!+ < 10KU  , 𝐴&#'()*!+ =
X,(7_)7PKX,(7_*5-

X,(7_*5-
 (41) 

The average of pressure and internal energy at every 1000 iterations are used to calculate the residuals. When Eq. (41) 
is met, the time is increased, and the fuel port is updated. The time step for geometry updates is 0.5 s. The soot radiation 
is calculated every 200 steps and the regression rate every 15 steps. 

IV. Results and discussion 
A. The numerical results of heat flux and regression rate 
 The numerical results of the local heat flux and the regression rate at the beginning of combustion are shown in 
Fig. 1. The oxidizer mass flow rate is 50g/s. 
 
                            (a)                                                                    (b) 

 
Fig. 1 (a) The numerical results of axial distribution of convective heat flux, radiative heat flux, radiative heat 

flux from hot gas molecular and total heat flux at t=0 s. (b) The numerical results of axial distribution of 
vapor, entrainment, and total regression rate at t=0 s. The oxidizer mass flow rate is 50 g/s. 
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 Fig. 1 (a) shows that the convective heat transfer is dominant and the radiative heat transfer is small at the injector 
side. Radiative heat transfer increases as you go downstream because soot area is developed. On the other hand, the 
convective heat transfer becomes negligibly small as you go downstream because of the radiative heat transfer enhance 
the blocking effect. The numerical results of the time history of the history of the history of spatial-averaged heat flux 
and regression rate is shown in Fig.2. 
 
                                (a)                                                               (b) 

 
Fig.2 (a) Numerical result of the history of spatial-averaged heat flux. (b) Numerical result of the history of 

spatial-averaged regression rate. The oxidizer mass flow rate is 50 g/s. 
 

 Fig.2 (a) shows that radiative heat transfer accounts for most of the total heat flux. Convective heat flux is 
negligibly small because the blocking effect is enhanced by radiation. Fig.2 (b) shows that the entrainment regression 
rate is relatively important at first, but the entrainment is near zero at the end of burning because mass flux is small. 
 
B. Compare with numerical results and experimental results. 
 In this section, we compare the numerical results and the experimental results of Messineo et al. [6]. Experimental 
conditions are listed in Table 2. 
 

Table 2 Test conditions [6] 

No. Average oxidizer mass flow 
rate, g/s  

Combustion 
duration, s 

#F01 20.04 22 
#F02 29.79 18 
#F03 44.91 5 
#F04 48.85 13 
#F05 29.62 18 

 
 The numerical results and the experimental results [6] of port diameter are shown in Fig. 3. The numerical results 
which is not considered the radiation and is considered the radiation but not considered the blocking effect are also 
shown in Fig.3. 
 
              (a)                                                                                      (b) 
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                                                             (c) 

 
Fig. 3 Numerical results of final port diameter and the experimental result. The oxidizer mass flow rates are (a) 
50 g/s, (b) 30g/s, and (c) 20 g/s. The combustion durations are (a) 13 s, (b) 18 s, and (c) 22 s. The numerical models 
are the models without radiation, with radiation but without blocking effect, and with radiation and blocking effect. 

 
 Fig. 3 clearly shows that when the radiation heating is not considered, the numerical results of the regression rate 
are underestimated and the distribution of the local regression rate deviates significantly at the downstream region. 
Fig. 3 also shows that when the radiation heating is considered and blocking effect is not considered, the numerical 
results of regression rate are overestimated. On the other hand, when both the radiation heating and the blocking effect 
are considered, the numerical results on the distribution of the local regression rate qualitatively agrees well with the 
experiments and numerical results can estimate the minimum consumption which is appeared in experimental results.  
The regression rate at the nozzle side is decreasing probably because flame outside the fuel grain is not considered. 
When the oxidizer mass flow rate is 20g/s, the regression rate is underestimated. As I mentioned at the section III. A, 
the entrainment parameter is influenced by gas density [9] and inversely proportional to the 1.5th power of the gas 
density. The gas density when the mass flow rate is 20g/s is about 0.25kg/m3. Probably entrainment parameter for 
oxidizer mass flow rate of 50g/s is larger than that of 20g/s. Other effects such as recirculation [22] or acceleration of 
main flow [23] probably affect the regression rate. 
 
C. Compare with numerical results and reconstruction technique results 
 The reconstruction estimation of spatial averaged regression rate and the oxidizer to fuel ratio (Ref. [6]) and the 
numerical regression rate data are shown in Fig. 4. The oxidizer mass flow rate is 50g/s, and the combustion duration 
is 13 sec. 
                                       (a)                                                              (b) 

 
Fig. 4. Numerical result and the reconstruction result of (a) regression rate and (b) oxidizer to fuel ratio. The 

blue line is the numerical results that radiative heat transfer and blocking effect are considered. Red line is 
reconstruction result (Experiment number is F04 [6]). 

 
 From Fig. 4, the numerical results approximately agree well with the numerical results. Fig. 4 (b) clearly shows 
that the oxidizer to fuel ratio is decreasing over time. Such decreasing trend is also shown in other experiments [6]. 
 The numerical result of the history of the oxidizer to fuel ration is shown in Fig. 5. When the radiation is not 
considered, the oxidizer to fuel ratio is increasing over time. Whereas when the radiation is considered, the oxidizer 
to fuel ratio is decreasing over time with or without blocking effect. From these facts, it is suggested that the 
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phenomenon that the oxidizer to fuel ratio is decreasing over time is due to the radiative heat transfer. It is also 
suggested that  the effect of radiative heat transfer plays significant role in the experiments by Messineo et al. 
[6] ,which is done in a low mass flux region. 
 

 
Fig.5 Three numerical model result of oxidizer to fuel ratio. The blue line is the model without radiation. The 

green line is the model with radiation but without blocking effect. The red line is the model with radiation and 
blocking effect. The oxidizer mass flow rate is 50g/s. 

 
 Finally, it can be said that although the reconstruction technique cannot calculate the exact solution because of 
the multiple solution problem [6], our numerical method seems efficient to calculate the regression rate. 

V. Conclusions 
 In this research, we developed a numerical method to predict the internal ballistics of hybrid rocket burning 
liquefying fuels and validated it by comparison with experimental combustion test results. The regression rate model 
for liquefying fuel proposed by Karabeyoglu et al.[1] is combined with a quasi one-dimensional CFD and chemical 
equilibrium analysis to calculate the axial distribution and time history of both vapor regression rate and entrainment 
regression rate. Local radiation from high temperature gas molecules and soot particles is considered. We improve 
radiative and convective heat transfer model and these two new model are applied to the previous model [4]. Three-
dimensional soot radiation model is introduced in our numerical model. The effect that radiation enhances the blocking 
effect is also introduced. When the effect of radiation and blocking effect are taken into account, the numerical results 
show good agreement with the experimental data. This observation demonstrates that the radiation effect is important 
because convective heat transfer is negligibly small because of the blocking effect, when the mass flux is small. The 
entrainment parameter may be affected by the gas properties such as gas density. Further investigation of the 
entrainment phenomenon should be investigated. Other effects such as recirculation or acceleration of the main flow 
should also be investigated further. 
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I. Nomenclature 

R̅  = Mean Reliability of the Spacecraft     Var = Variance 

R̂(t) = Reliability function (Kaplan-Meier)     Γ  = Gamma function 

Sf(t) = Weibull Distribution function for the spacecraft  λ (t) = Hazard function / Hazard rate 

EH  = Earth-Heliopause          β  = Shape parameter 
LCL = Lower Confidence Level        UCL = Upper Confidence Level 

R(t) = Weibull Reliability function       η  = Scale parameter 

SE  = Sun-Earth            σ  = Standard Deviation 

t  = Lifespan of the Spacecraft (Years)          τ  = Mean life of the spacecraft 

𝐴U  = Astronomical Unit          ESA = European Space Agency 

A. Interplanetary Boundary Condition 

 SE-Extremity: The region of interplanetary space extending from the proximity of the Sun to the Earth. 

 EH-Extremity: The region of interplanetary space extending from the proximity of the Earth to the farthest 

point of the Solar System say Heliopause. 
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  Reliability  of  the  spacecraft  determines  the  extent  of  success  probability  and  mission 
accomplishment.  Despite  effective  testing  and  integration,  the  complexity  of  the  space 
environment  affects  reliability.  In  this  paper,  we  investigate the  reliability  behaviour  of 
interplanetary  spacecraft  operating  at  different  interplanetary  extremities.  So,  our 
investigation  assesses  spacecraft  inhered  in  interplanetary  space  with  the  context  of  the 
interplanetary  boundary  (between  distinct  planetary orbit  or  within  the  bounds  of 
heliopause). From the perspective of spacecraft reliability in interplanetary space, we have 
excluded planetary landers, atmospheric probes, and satellites maneuvering earth orbit. Thus,

we have identified 131 spacecraft (includes 82 probes within the bounds of Sun and the Earth,

and 49 within the bounds of Earth and Heliopause) along with their gross mass at launch and 
lifespan.  Based  on  acquired  data,  we first  conduct  a  non-parametric  analysis  of  spacecraft 
reliability  to  obtain  two  reliability  curves  for  distinct  interplanetary  extremity.  We  then 
perform a parametric fit (Weibull Distribution) over the data to show the analogy of reliability 
behaviour. Results showed that the spacecraft operating beyond the extremity of the Earth

and  the  Mars  exhibits  increased  reliability  than  any  other  interplanetary  extremity.  In 
addition  to  this,  we  execute  reliability  analysis  over  spacecraft  of  various  mass categories

(Small-Medium-Large) to testify the reliability effect interpreted by Dubos in 2010. Finally,

we  discuss  the  possible  factors  and  causes  accountable  for  the  difference  in  reliability 
behaviour  concerning  the  spacecraft  design  and  integration,  testing,  and  constraints  in 
considering spacecraft mass.
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II. Introduction 

 Reliability of the spacecraft is the key parameter to determine the extent of mission accomplishment and any 

disruption in reliability may result in spacecraft failures. Scientists and Data analysts have limited their reliability 

analysis to earthbound satellites [1-6] and their studies to on-orbit spacecraft failures [3]. From the perspective of 

spacecraft reliability operating at different interplanetary boundary and space environments, no statistical analysis has 

been found in any of the past technical literature. So, to sustain the stride of reliability analysis and to assert the 

reliability effect established by Dubos in 2010, we have collected the spacecraft data (in terms of gross mass at launch 

and lifespan in years) that were launched between 1960 to 2020 from [7-9] and appropriate online resources of space 

agencies to perform the non-parametric and parametric estimation. Our analysis showed that the spacecraft operating 

beyond the extremity of the Earth and Mars exhibits maximum reliability as compared to any other interplanetary 

extremity. Finally, we represent the graphical results and discuss the potential causes responsible for the substantial 

increase in the reliability behaviour of the spacecraft at EH-Extremity and reduced reliability at SE-Extremity. 

 

III. Research Methodology and Data Description 

A. Research Methodology 

 Our analysis uses spacecraft data of success, partial success, failed (lifespan estimated until its last active 

state), and ongoing active spacecraft (lifespan estimated based on the elapsed time as of October 2020) 

inhered in interplanetary space. The data were gathered in terms of spacecraft’s gross mass in kilograms and 

lifespan in years. 

 Overall data were categorized under SE and EH extremity. The categorization excludes the data of planetary 

landers, sample return and atmospheric probes, impactors, and rovers. 

 Statistical analysis of non-parametric (Kaplan-Meier estimation) and parametric (Weibull probability) 

estimation were performed over the spacecraft’s data in terms of iteration-1 (for SE extremity) and iteration-

2 (for EH Extremity). 

 Then, we perform the same procedure of reliability analysis over the spacecraft data of various mass category 

[Small (0-500kg) - Medium (500-2500 kg) - Large (>2500kg)] to compare and assert the reliability effects 

found by G.F.Dubos. 

 Finally, with reference to the results obtained, we discuss the possible causes accountable for variance in 

reliability behaviour of spacecraft operating in the different interplanetary environment. 

B. Data Description and Categorization 

For our analysis, we gathered spacecraft data from [7-9] in terms of spacecraft’s gross mass in kg and lifespan in 

years from the time frame of 1960 to 2020. The sample template of data collection is shown in table-1. And our 

database has a total of 131 spacecraft of successful, partial success, failed, and active missions. To ensure 

homogeneity, sister spacecraft with a similar lifespan is considered as one. Similarly, en-route space missions and 

eliminated from our database for further analysis (i.e., Emirates Mars Mission and Mars 2020 Rover). Finally, overall 

data were categorized under extremity conditions (i.e. out of 131 spacecraft, 82 spacecraft falls under SE-Extremity, 

and 49 under EH-Extremity).  

Table 1 Sample Template of Data Collection 

Spacecraft Name Launch Date Failure/Decay Date Launch Mass (kg) Lifespan (Years) 

Pioneer 5 11 Mar 1960 26 Jun 1960 63 0.30 

Pioneer 6A 16 Dec 1965 08 Dec 2000 63 34.94 

…. …. …. …. …. 

New Horizons 19 Jan 2006 XX Oct 2020* 401 14.66 

*lifespan estimated for ongoing missions as of October 2020 

IV. Formulations 

A. Kaplan-Meier Estimation 

Kaplan-Meier is a non-parametric statistical estimation used to determine the survival function from the lifetime 

measurement of data. Here, we modify the equation to estimate the spacecraft reliability at different interplanetary 

boundaries based on their lifespan data. From the equation of Kaplan-Meier estimation [10], the modified expression 

for the reliability function of the spacecraft can be defined as  
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R̂(t)= ∏ti≤t (1- 
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𝑠𝑖 - number of spacecraft operating or accomplished its mission intent

𝑛𝑖 - number of spacecraft failed at time t

𝑡𝑖 - initial time after leaving low earth orbit

𝑡 - time elapsed for the spacecraft to accomplish its intent/ time elapsed at the current operating state.

B. Weibull Distribution

  Similar to Kaplan-Meier estimation, Weibull probability distribution (parametric function) is used to estimate the 
reliability analysis for electronic components and  spacecraft subsystems. Here,  we define the Weibull distribution 
function [11] for the spacecraft at appropriate extremity as 
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where 𝛽 is the shape parameter, 𝜂 is the scale parameter, and 𝑡 is the lifespan of spacecraft in years.

Relation of Failure rate with 𝜷: (i)  𝛽<1 defines that the failure rate decreases with time (lifespan),  (ii)  for

𝛽≃1 the spacecraft has a fairly constant failure rate, and (iii) for 𝛽>1 the failure rate of the spacecraft increases with 
time(lifespan).

Reliability of the Spacecraft

Weibull Reliability expression for the spacecraft from parametric estimation can be defined as  

R(t)=e
-(

t

η
)

β

              (3) 

where the reliability is the exponential function of scale parameter 𝜂 and shape parameter 𝛽. 

 

Hazard Function of the Spacecraft 

 The hazard function or hazard rate 𝜆(𝑡) of the spacecraft can be defined as the ratio of Weibull distribution 

function to Weibull reliability that can be mathematically written as  

λ(t)=
β

η
(

t

η
)

β-1
              (4) 

Mean Reliability and Median life of the Spacecraft 

 The expression for the mean and median life of the spacecraft can be defined from the Weibull distribution 

function that can be written as  

Mean Reliability R̅= η Γ (
1

β
+1)              (5) 

where 𝛤 is the gamma function Γ(n)= ∫ e-t∞

0
tn-1dt         (6) 

Median Life  τ= η(ln(2))
1

β              (7) 

 

Variance from Weibull Distribution Function 

Variance=η2 [Γ (1+
2

β
) - (Γ (1+

1

β
))

2

]            (8) 

V.Non-Parametric and Parametric Analysis of Spacecraft Reliability  

A. Non-Parametric Kaplan-Meier Estimation 
Our database holds three types of data samples 1) time to the successful mission accomplishment, 2) time to the 

failure of spacecraft, and 3) time to the ongoing/active missions. This study intends to understand the reliability 

behaviour of the spacecraft when exposed to the distinct interplanetary environment. So, we have performed a 

powerful Kaplan-Meier estimation with random data censoring. The lifespan of the spacecraft in years was inputted 

as time range with random data censoring. 
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B. Parametric Weibull Probability Distribution

  To  understand  the  analogy  of  reliability  behaviour  exhibited  by  interplanetary  spacecraft  by the Kaplan-Meier 
method,  we perform the Weibull probability distribution function over the spacecraft data. The procedure follows 
random  data  censoring  and  Weibull  analysis  over  the  lifespan  (in  years)  of  spacecraft  by  maximum  likelihood

estimation of single Weibull fit. Relevant equations and formulations are shown in equation (1-8).

VI.Results of Non-Parametric and Parametric Analysis

A. Non-Parametric Results for SE-Extremity: Kaplan-Meier estimation shows that the spacecraft operating within 
the boundary of Sun and Earth exhibits 48% reliability after 2 years of functioning and can extend their performance 
to ≃30% reliability after 6 years. At this extremity, the spacecraft experiences a hazard rate of 10% after 4 years and 
20% after 15 years of operation. The reliability behavior of spacecraft at SE-Extremity is shown in Fig 1.

B. Non-Parametric  Results for EH-Extremity: Comparably for the spacecraft operating  between the bounds of 
Earth and the farthest point of the Solar System (say Heliopause) exhibits 60% reliability after 2 years of operation 
and extends up to 40% reliability after 6 years. Spacecraft within this extremity is exposed to a hazard rate of 10% 
after 6 years and 20% after 18 years. It can be understood from Fig 2.

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1 Kaplan-Meier Curve for Reliability and Hazard Rate of Interplanetary Spacecraft at SE-Extremity 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2 Kaplan-Meier Curve for Reliability and Hazard Rate of Interplanetary Spacecraft at EH-Extremity 

C. Parametric Results for SE-Extremity: Parametric estimation using Weibull Distribution showed that the 

spacecraft operating within the boundary of SE-Extremity reflects 35% reliability after 4 years of operation with 95% 

upper confidence of 48% and lower confidence of 30%. The spacecraft can function up to a maximum extent of 36 

to 38 years. At this extremity, the spacecraft encounters a 20% hazard rate after 2.5 years that gradually decreases 

with an increase in lifespan of space probes shown in Fig 3. 

D. Parametric Results for EH-Extremity: Contrary to the SE-Extremity, the spacecraft functioning between the 

boundary of Earth and to a limited extent of Solar System shows 52% reliability after 4 years of operation with 95% 

upper confidence of 70% and lower confidence of 48%. The spacecraft at this extremity experiences a 10% hazard 

rate after 12.5 years of operation which readily decreases relative to an increase in lifespan. This effect can be realized 

from Fig 4. Further, the spacecraft at this boundary can last up to an upper limit of 48 years of operation. 
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Fig 3 Weibull Curve for Reliability and Hazard Rate of Interplanetary Spacecraft at SE-Extremity 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4 Weibull Curve for Reliability and Hazard Rate of Interplanetary Spacecraft at EH-Extremity 

E. Comparison of Results 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5 Weibull Reliability and Failure Rate Plot for Interplanetary Spacecraft at SE & EH-Extremity 
 

Comparing both parametric and non-parametric results in terms of reliability behaviour and hazard rate of 

interplanetary spacecraft inhered in two interplanetary boundaries, we have found that the boundary limit from the 

Earth to the Heliopause renders a promising environment for substantial reliability than the Sun-Earth boundary. Our 

analysis shows that the approximate mean reliability of spacecraft at SE-Extremity is 58% which is smaller than 74% 

at EH-Extremity with a variance of 𝑉𝑎𝑟𝑆𝐸=0.0238 to 𝑉𝑎𝑟𝐸𝐻=0.0145 shown in table 4. More precisely the reliability 

behaviour can be understood from the equations 

 

R(t)SE=e-(
t

4.29271
)

0.64439

  and    R(t)EH=e-(
t

7.23227
)

0.79025

       (9) and (10) 
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Similarly, both extremity shows a shape parameter (𝛽=0.644 at SE-Extremity) and (𝛽=0.790 at EH-Extremity) shown 

in table 4. And overall shape parameter is found to be less than unity (i.e. 𝛽<1). The parameter 𝛽<1 depicts the failure 

rate or the hazard rate decreases with an increase in lifespan that can be precisely understood from the expressions, 

 

λ(t)SE=0.150 (
t

4.29271
)

0.64439-1
  and    λ(t)SE=0.109 (

t

7.23227
)

0.79205-1
     (11) and (12) 

 

Further, the results and estimates from the non-parametric and parametric analyses are shown in the table-2. Estimated 

values calculated from equation (5, 7,8) are shown in table 4. 

 
Table 2 Mean and Quartile Estimate from Kaplan-Meier Analysis 

Quartile Estimate SE-Extremity EH- Extremity Mean Estimate SE-Extremity EH-Extremity 

Percent Failures 25 50 75 25 50 75 Estimate 5.9393 8.2871 

Estimate 0.49 1.74 9.16 1.00 5.05 12.16 Standard Error 0.9128 1.4950 

95% LCL 0.31 1.08 5.00 0.66 1.83 6.83 95% LCL 4.1501 5.3568 

95% UCL 0.92 3.41 13.58 1.83 7.08 17.33 95% UCL 7.7284 11.2174 

 

Table 3 Estimate from Weibull Probability Distribution Function 

Weibull Parameters SE-Extremity EH-Extremity 

DF 1 1 1 1 1 1 1 1 

Estimate 1.4569 1.5518 4.2927 0.6443 1.9785 1.2654 7.2322 0.7902 

Standard Error 0.1820 0.1356 0.7816 0.0563 0.1918 0.1422 1.3875 0.0888 

95% LCL 1.1000 1.3075 3.0043 0.5429 1.6025 0.0152 4.9656 0.6340 

95% UCL 1.8137 1.8417 0.5429 0.7647 2.3545 1.5772 10.5336 0.9849 

 

Table 4 Parametric Results of Spacecraft Reliability 

Results Notation SE-Extremity EH-Extremity 

Shape Parameter 𝛽 0.64439 0.79025 

Scale Parameter 𝜂 4.29271 7.23227 

Variance 𝑉𝑎𝑟 0.0238 0.0145 

Mean Reliability �̅� 0.586 0.740 

Mean Life 𝜏 2.4316 4.5413 

Standard Deviation 𝜎 0.154330 0.120698 

VII.Hypothesis on Possible Causes responsible for distinct Reliability behaviour  

A. Distribution of Cosmic Radiation over Interplanetary Space 
  High energetic particles from Cosmic rays and Galactic cosmic rays greatly affect and cause rupture to the 

electronic components of the spacecraft. Notable incidence is the damage of electronic chips aboard the spacecraft 

computer of the Fobos-Grunt mission [12]. Galactic cosmic rays, solar cosmic rays, and solar particle events are the 

natural phenomena of the space environment. High energetic particles from these phenomena can cause damage to 

the on-board circuitry system of spacecraft thereby rupturing the electronic components and hardware. Notable 

incidences were the damage of the electrical system of Nozomi and Phobos spacecraft on their interplanetary transit 

from Earth to Mars [12]. So, the spacecraft operating within the bounds of SE-Extremity have increased vulnerability 

to the solar particle event and solar flares or eruption that ultimately impairs the circuitry system. Since the SE-

Extremity lies in close proximity to the Sun with a distance of 0.4 - 1.0 AU. Comparably the spacecraft functioning 

within the bounds of EH-Extremity exhibits substantial reliability because the spacecraft has decreased vulnerability 

to the harmful effects of solar events as well as the intensity of cosmic rays. Observation from the radiation 

measurement of Pioneer and Voyager spacecraft showed that the intensity of cosmic radiation gradually decreases as 

we move far from the SE-Extremity [13-16]. Since solar events play a significant role in the distribution of radiation 

throughout the solar system environment [17-18]. Hence we conclude that the EH-Extremity is found to have a 

promising environment for the interplanetary spacecraft to operate with extended reliability. 

B. Power Source of the Spacecraft 

  Spacecraft power plays a principal component in spacecraft’s reliability. Major interplanetary spacecraft 

encounters a challenge in power generation at both extremities. Because the solar panels of the spacecraft operating 

at SE-Extremity get depleted with time due to the extreme temperature and collision of hazardous particles during 
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solar eruptions or events, resulting in the loss of power and spacecraft function. Therefore, spacecraft malfunction 

proportionate decreased reliability. In parallel to the mission operation, solar power generation poses a challenging 

task for the spacecraft operating at EH-Extremity as the intensity of solar irradiance decreases from SE to the EH 

Extremity and remain unavailable during solar conjunctions [21]. But the potential cause for the increased reliability 

behaviour at EH-Extremity may be due to the power source, i.e. the magnificent and extended operating probes like 

Voyager 1 and 2, and New Horizons that embraces nuclear thermoelectric generators as their primary power source 

which provides uninterrupted power supply throughout the mission life and enhancing reliability [22-24]. 

C. Space Environment and Temperature 

  The region of interplanetary space between the Sun and the Heliopause is habituated with a hostile space 

environment adversely affecting the spacecraft’s operation and reliability. The region at SE-Extremity experiences 

extreme temperature that ultimately affects the stabilization of the spacecraft’s internal temperature. Further, the 

probe’s internal temperature assists the spacecraft in the management of on-board fuel storage plighted for attitude 

control and course-correcting maneuver and determines the efficiency or lifetime of electronic components. Hence 

this hostile environment at SE-Extremity prompts a potential impact on spacecraft reliability whereas the environment 

at EH-Extremity experiences curtailed temperature due to the non-availability of adequate solar irradiance [21]. Thus 

the EH-Extremity affords an auspicious environment for nuclear-powered spacecraft to maintain the probe’s internal 

thermal stability and improved reliability as compared to the SE-Extremity. 

D. Impact of Spacecraft Mass 

  The gross mass of the spacecraft (which includes the spacecraft’s dry mass + fuel mass) has a significant 

contribution to their reliability. But here the fuel mass has a direct role in the determination of spacecraft reliability. 

The spacecraft is fuelled to perform maneuver correction and to stabilize the attitude control system to remain itself 

in a stabilized orbit around the planetary body. So, fuel depletion results in failure of orientation and attitude control 

system resulting in the disposal of spacecraft despite the perfect functioning of spacecraft’s sub-system. Notable 

spacecraft encountered this issue is ESA’s Cassini Spacecraft that finally plunged into Saturn’s atmosphere [25]. 

Considerably both extremities possess a challenging environment for fuel management and cryogenic storage to 

maintain zero boil-off, the SE-Extremity may endorse fuel depletion and the EH-Extremity may spawn fuel 

solidification (Nozomi’s fuel solidification during interplanetary transit [12]). These circumstances may result in a 

malfunction of attitude thrusters and a drop in reliability. Hence, the spacecraft with a considerable amount of fuel 

mass within a mass limit of 500-2500 kg is desirable for a reliable mission. 

E. Spacecraft Components, Design, Testing, and Integration 

  The quality of electronic components and hardware, dimension of the spacecraft, its attentive integration and 

testing affects the reliability of the spacecraft. For example, the standard of electronic components manufactured 

during the 1970s that are integrated with the series of interplanetary spacecraft’s like Pioneer 10 & 11 (that operated 

for more than 20 years), Voyager 1 & 2, and New Horizons in 2006 are still functioning and has crossed their estimated 

mission lifetime [26-27]. But modern electronic components have reduced dimension with uncertainty in their 

reliability. Further, large spacecraft is associated with complex hardware and wiring configuration that has increased 

the chances of human error during the integration of spacecraft in ground-based laboratories. Furthermore, lack of 

adequate shielding and design, testing and validation of spacecraft’s sub-system, and negligent fabrication are the 

other factors substantially influencing the spacecraft’s reliability. 

VIII.Testification of Reliability Effect Interpreted by G.F.Dubos.2010  

A. Data Categorization and Censoring 

  In this section, the spacecraft data were sorted in ascending order concerning the gross mass. Then the overall 

data were distributed to the mass column of distinct mass category shown in table 5. 

 
Table 5 Spacecraft Categorization 

Spacecraft’s Mass Category Mass Range Example at SE-Extremity Example at EH-Extremity 

Small 0-500 kg Helios A & B, Genesis Mariner 4, New Horizons 

Medium 500-2500 kg Venera 11 & 12, Messenger Solar Orbiter, Voyager 1 & 2 

Large >2500 kg Venera 14 and 15 Tianwen-1 
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There were 50 spacecraft in the small category, 55 spacecraft in the medium-sized category, and 26 spacecraft in the 

large category. These sorted data were analyzed over powerful Kaplan-Meier estimation and then with Weibull 

probability fit with random data censoring. Our analysis executed here is to address the question of whether the 

spacecraft’s mass affects reliability. And to assert the reliability effect interpreted by Duboset.al.2010 employing 

Castet and Saleh spacecraft’s reliability model [1, 6]. 

IX.Non-Parametric and Parametric Results for Mass Category  

A. Non-Parametric Results (Kaplan-Meier) 

  Small Category:  Our analysis showed that the spacecraft exhibits ≃50% reliability after 2.5 years of operation 

in interplanetary space, and extends up to 10 years with 20% reliability. Spacecraft of this category can function up to 

a maximum lifespan of 20-25 years. 

 Medium Category: The spacecraft under this category exhibited excellent reliability than the other two mass 

categories. Our analysis showed that the spacecraft operates with 60% reliability after 2.5 years of continuous 

operation and extends up to 5 years with 55% reliability. It continues its operation with the efficiency of 20% reliability 

for 13 years in interplanetary space. The maximum estimated lifespan of the spacecraft of this category is 25-30 years. 

 Large Category: This category spacecraft exhibits ≃30% reliability after 2.5 years of operation with a hazard rate 

of 15% and the reliability readily drops to 10% after 7 years with a hazard rate of 25% at 7.5 years. Space probes 

having this mass limit is expected to function up to a maximum lifespan of 10-13 years. The reliability and Hazard 

rate estimated from the parametric analysis is shown in Fig 6.  

Fig 6 Kaplan-Meier Estimation: Reliability and Hazard Rate Plot for Various Mass Category 

B. Parametric Results (Weibull Fit) 

  Small Category: Weibull analysis showed that the spacecraft exhibits ≃30% reliability after 7 years of 

operation with 95% upper confidence of 40% reliability and lower confidence of 20%. The overall hazard rate of 1%, 

the probe experiences during their period of operation from 10-20 years. 

 Medium Category: Medium-sized spacecraft exhibits ≃48% reliability after 5 years of functioning with 95% 

upper confidence of 60% reliability and lower confidence of 30%. The spacecraft of this category is found to have an 

overall hazard rate of 1% after 10 years of operation that gradually decreases relative to an increase in lifespan.

 Large Category: Large-sized spacecraft having mass >2500 kg exhibits ≃20% reliability after 5 years of 

operation with 95% upper confidence of 50% and lower confidence of 10% reliability. Spacecraft having this much 

mass limit is found to have a maximum hazard rate of 3% after 5 years of operation and a minimum of 2% after 10 

years. The reliability behaviour of spacecraft of various mass category and its hazard rate is shown in Fig 7-8. 

Fig 7 Weibull Analysis: Reliability and 95% LCL Reliability Plot for Various Mass Category 

American Institute of Aeronautics and Astronautics



9 

 

Fig 8 Weibull Analysis: 95% UCL Reliability and Hazard Rate Plot for Various Mass Category 

C. Comparison of Results 

  In contrast to the results, medium-sized spacecraft exhibits superior reliability than the other two mass 

categories with the least hazard rate of 1%. It can be realized from the expression below 

 

Reliability, R(t)Medium=e-(
t

7.63407
)

0.74117

             (13) 
 

Hazard Rate, λ(t)Medium=0.097 (
t

7.63407
)

0.74118-1

           (14) 

 

where 𝜆(𝑡)𝑀𝑒𝑑𝑖𝑢𝑚 is the hazard function that decreases with an increase in the lifespan of medium-sized spacecraft. 

 

 The resultant plot for the Reliability and Hazard rate of the spacecraft from scale and shape parameter of various mass categories 

is shown in Fig 9. Further, Mean and Quartile estimate from Kaplan-Meier estimation and Weibull probability distribution is shown 

in table 6-8. 

Fig 9 Weibull Probability: Reliability and Hazard Rate Plot for Various Mass Category 
 

Table 6 Mean Estimate from Kaplan-Meier Analysis 

Mean Estimate Small Category Medium Category Large Category 

Estimate 6.4262 8.5254 2.9407 

Standard Error 1.3071 1.2933 0.8692 

95% LCL 3.8642 5.9905 1.2371 

95% UCL 8.9881 11.0603 4.6444 

 

Table 7 Quartile Estimate from Kaplan-Meier Analysis 

Quartile Estimate Small Category Medium Category Large Category 

Percent Failures 25 50 75 25 50 75 25 50 75 

Estimate 0.65 1.83 5.93 0.9 6 11.25 0.58 1.08 2.87 

95% LCL 0.31 1.25 3.33 0.42 2.08 9.16 0.33 0.66 1.26 

95% UCL 1.33 3.41 14.66 2.08 9.16 15.16 1.08 2.08 5.05 
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Table 8 Estimate from Weibull Probability Distribution 

Parameters Small Category Medium Category Large Category 

DF 1 1 1 1 1 1 1 1 1 1 1 1 

Estimate 1.5467 1.6517 4.6960 0.6054 2.0326 1.3492 7.6340 0.7411 0.9586 1.2916 2.6082 0.7742 

Standard Error 0.2478 0.1885 1.1637 0.0691 0.1924 0.1511 1.4693 0.0830 0.2704 0.1887 0.7054 0.1131 

95% LCL 1.0610 1.3206 2.8893 7.6326 1.6553 1.0831 5.2351 0.5950 0.4285 0.9700 1.5350 0.5814 

95% UCL 2.0324 2.0658 7.6326 0.7572 2.4098 1.6805 11.1322 0.9232 1.4887 1.7198 4.4315 1.0309 

 

Table 9 Parametric Results of Spacecraft Reliability (Mass Category) 

Results Notation Small Category Medium Category Large Category 

Shape Parameter 𝛽 0.6054 0.7411 0.7742 

Scale Parameter 𝜂 4.6960 7.6340 2.6082 

Variance 𝑉𝑎𝑟 0.0180 0.0116 0.0802 

Mean Reliability �̅� 0.5538 0.6964 0.6877 

Mean Life 𝜏 2.5614 4.6518 1.6216 

Standard Deviation 𝜎 0.1343 0.1079 0.2833 

  

  

   

  

 

 

 

 

 

 
 

  
 

 
 

 

  

 

  

 

 

 

 

 

 

 
   

  

 
   
 
 
                
 
  
    
  
   
    

     
  

       
 

 

                  

D. Possible causes accountable for Reliability behaviour of Spacecraft of Various Mass Category

  We have not discussed much the possible causes behind the reliability behaviour of spacecraft of distinct mass 
category, because the significance and possible causes were clearly explained in [6]. However, the role of spacecraft

reliability in terms of mass category in interplanetary space was discussed in section 7 “Impact of Spacecraft Mass”.

X. Conclusion

  Reliability of the spacecraft is one of the significant parameters to ascertain the extent of mission proficiency and 
competency. Numerous space environmental factors enhance and recede reliability. To realize whether the spacecraft 
at distinct interplanetary extremity exhibits different reliability, we performed statistical analysis employing Kaplan- 
Meier and Weibull Probability distribution over spacecraft data. Our analysis concluded that the expanse of the 
interplanetary boundary between the Earth and the farthest point of the solar system renders a protecting and favouring 
environment for sustainable and reliable missions. In addition to this, reliability analysis of interplanetary spacecraft 
of the different mass categories using the Castet-Saleh model showed that spacecraft of a medium category (with a 
mass limit of 500-2500 kg) appears to reflect competent reliability than small and large category. Further, we have 
discussed the potential causes responsible for the difference in the reliability behaviour of spacecraft operating at the 
distinct interplanetary boundary. Finally, we expect that our work may provide a useful framework for space agencies 
and spacecraft manufacturers to contemplate adequate spacecraft design and integration along with the perspective of

interplanetary boundary selection for future interplanetary missions.
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Store Separation Predictions for Weapon 

Integration on a Fighter-Type Aircraft  

Francesco Marco Riboli1 
University “Federico II”, Naples, 80138, Italy 

An integrated test and evaluation approach is being developed by the Italian Air Force 

Flight Test Center in the area of store integration and separation. Furthermore, 

Computational Fluid Dynamics has gained a vital role in the realization of reliable predictions, 

thanks to the technological advancements of the past few decades. The present work harnesses 

state-of-the-art software to develop store separation predictions, which, in turn, will be 

implemented to mitigate flight test-related risks. Moreover, the obtained predictions will be 

compared to flight test data to validate the CFD model and to reduce the number of flight test 

sorties in future test campaigns. As a result, numerical and flight test results will be included 

in the military certification process for the integration of the new stores. 

I. Nomenclature 

CFD   =  Computational Fluid Dynamics 

M&S   =  Modelling & Simulation 

ItAF   =  Italian Air Force 

JDAM    =  Joint Direct Attack Munition 

STV    =  Separation Test Vehicle 

C.G.    =  Center of Gravity 

EMACC  =  European Military Airworthiness Certification Criteria 

MIL-HDBK =   Military Handbook 

AoA   =  Angle of Attack 

Nz   =  Normal Load Factor 

II. Introduction 

In the first half of the past century whenever a new store had to be integrated on and separated from an aircraft a 

“hit or miss” approach (known also as “Fly-Fix-Fly”) was used, leading, in some cases, to the loss of the platform 

itself [1]. Nowadays the advancements in wind tunnel testing and Computational Fluid Dynamics (CFD) have led to 

a more comprehensive approach to flight test called “Predict-Test-Validate”, which for the specific case of store 

integration is exposed in the document at reference [2]. The cited approach uses CFD to design wind tunnel tests, 

which in turn is used to design the flight test matrix to reduce the number of flight test sorties and to assess and mitigate 

programmatic, technical, and safety risks. The process uses also wind tunnel test results to validate CFD predictions 

and then, flight test results to both check wind tunnel test data and CFD predictions. 

The optimization of this kind of approach has led to numerous benefits in the area of Modelling&Simulation 

(M&S). A clear and practical example of the impact of CFD simulations on wind tunnel development testing is shown 

in Fig. 1, [3].  

With the advancement of computational fluid dynamics (CFD) and computational resources, numerical methods 

can safely produce reliable trajectory and carriage data in a shorter time, at a reduced cost, and mitigate risks by 

lowering the volume of flight testing. The objective of the paper is to demonstrate the efficiency of the overset mesh 

for this purpose, using an initial wind tunnel test case, and then applying this method to a scenario of interest for the 

Italian Air Force (ItAF): the certification of a light laser-guided store on a fighter-type aircraft.  

 
1 2nd Lieutenant of the Italian Air Force Academy, Aerospace Engineering Master’s Student, AIAA Student 

Member n° 986750. 



2 

 

 

Fig. 1 - Effect of CFD on Wind Tunnel Testing [3] 

III. CFD Model Description and Validation 

Before applying the selected CFD methodology to a real scenario, a test case of store separation widely diffused 

in the literature [4] shall be validated. For the analysis of the fluid flow and geometry design, ANSYS Inc. 2019R2 

Fluent® Meshing and Solver have been used, as well as the Spaceclaim® 3D CAD Modeler. In the following section, 

the model characteristics will be discussed, along with the procedure adopted to generate the CFD simulation and its 

results compared to experimental data. 

A. Overview of 6-DOF Solvers and the Overset Meshing Method with Mosaic Meshing 

A complete description of the unsteady aerodynamics of a store released from an aircraft depends on the successful 

integration of the flow solver and a 6-DOF rigid body dynamics solver. The flow solver needs to produce an accurate 

prediction of the forces and moments acting on the store that can be used to update the configuration of the store via 

6-DOF solver (see [5]  and [6]).  

Together with quasi-steady [7] and dynamic mesh techniques [8], overset meshing, as described in [9], allows the 

decomposition of the task of meshing to individual components, and potentially simplifies the overall mesh generation. 

Furthermore, the quality of the mesh is preserved for bodies undergoing general motion. 

The overset method comprises of two or more cell zones overlapping each other. Since different cell zones are not 

required to be aligned with each other, zonal grids can be generated completely independently. Hole-cutting is the 

process to deactivate multiple cells at overlapping zones and establish an interface to couple cells zones to provide a 

continuous solution. Where the grids overlap donor and receptor cells are generated, which will share information as 

their name describes. For further details regarding the overset mesh method please refer to ANSYS Inc. Fluent’s 

documentation ( [5] and [6]). 

ANSYS Inc. Fluent supports all types of elements such as tetrahedral, hexahedral, polyhedral, or hybrid for overset 

mesh assembly, in particular, a new technology introduced in version 2019R2 known as Mosaic Meshing, further 

enhances the capability of the overset method. 

As depicted in [10], transitioning between varying types of mesh elements in complex geometries and flow regimes 

has long been a major simulation challenge. ANSYS Inc. Mosaic technology meets this challenge by automatically 

connecting different types of meshes with general polyhedral elements. Poly-Hexcore, the first application of Mosaic 

technology, fills the bulk region with octree hexes, keeps a high-quality layered poly-prism mesh in the boundary 

layer, and conformally connects these two meshes with general polyhedral elements. The resulting simulation is faster 

with greater solution accuracy while using less RAM. A result of the use of such method is depicted in Fig. 2. 

 

 

Fig. 2 – ANSYS Inc. analysis of Poly-Hexcore Mosaic (right) technology compared with conventional Tet-

Hexcore meshing (left) technology on a generic Formula One wing. Mesh size is reduced by 46%  [10] 
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B. Test Case Description and Geometry 

To verify the effectiveness of the application of the overset method with ANSYS Inc. Poly-Hexcore Mosaic 

meshing a known test case must be evaluated. The experimental data and setup used refers to the EGLIN test, 

conducted at the Arnold Engineering Development Center in the Aerodynamic Wind Tunnel (4T) in 1990 [4]. 

The test was carried out through a Captive Trajectory System (CTS) which simulated the motion of the store during 

separation. The store physical data contained in [4] were generated by considering the model to have been constructed 

on a 5-percent scale, while a 1:1 scale has been used in the present computation.  

Experimental data have then been confronted with the CFD data to determine the error in the trajectory and Euler 

Angles of the store in transonic flow (Mach Number 0.95) and supersonic flow (Mach Number 1.20). 

EGLIN test model consists of three parts, which have been modeled using Spaceclaim 3D. The first is a delta wing 

of constant NACA 64A010 airfoil section with 45°sweep, the second is a pylon with an ogive-flat plate-ogive cross-

section shape, and the third is a finned store body of ogive-cylinder-ogive shape. The trailing edge of the wing has no 

sweep angle and has a taper ratio of 0. 133. There are four identical fins on the store consisting of a clipped delta wing 

of a constant NACA 0008 airfoil section with a 45° sweep. Leading and trailing edge sweep angles of fins are 60 

degrees and 0 degrees, respectively. The gap between the pylon and the finned body is 35.6 mm. Store length and 

diameter are 3017.5 mm and 508.1 mm, respectively (see [4] for further details). The sting that was used in the CTS 

test has not been modeled: it has been substituted with a flat surface in the transonic test and with an ogive symmetrical 

to the nose in the supersonic test, thus to provide additional data regarding this type of approximation. 

The store is ejected with a force to commence a safe initial separation until it falls for 100 mm (which is the stroke 

of the ejector piston), and later, its motion is subjected to gravity and aerodynamic forces. The used reference frame 

and conventions are shown in Fig. 3. Store mass, center of mass position, inertial properties, and ejector parameters 

are tabulated in Table 2. 

 

 

Fig. 3 – EGLIN Test Case Reference Frame 

C. Test Case Computational Domain and Mesh 

A half symmetry model is used for the delta wing section. Two cell zones have been created considering overset 

requirements, one is the stationary background including wing and pylon, and the other for the moving store 

component. The mesh is generated using ANSYS Inc. Fluent Watertight Workflow. Uniform inflation layers of 

prismatic cells are generated on the wing, pylon, and store surfaces. Refined mesh resolution is used near the surface 

and grown coarser along the far-field. A Body of Influence region is used around the wing and pylon to enhance the 

interface interpolation. Using ANSYS Inc. Poly-Hexcore Meshing, near 1.05 million mesh cells are created in 

component and background together (Table 1), compared to the near 3 million obtained in a previous overset analysis 

of the same test case [9]. Curvature sizing is applied on store, pylon, and wing surfaces to obtain a good grid resolution 

for representing the surface geometry. Mesh around the store is shown in Fig. 4, with a close-up of the prismatic layers 

around the store nose. The mesh for the entire domain and a close-up of the mesh around the wing and pylon is shown 

in Fig. 5. 

 
Component Number of Cells Min. Orthogonal Quality 

Store 172’684 0.48 

Wing and Background 879’258 0.23 

Table 1 - Meshes Characteristics of the components in the validation test case, the total cell count is 1.05 

Million 
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Mass 907.185 kg 

Center of Mass 1417.3 mm (aft of STV nose) 

Ixx 27.1163 kg-m2   

Iyy 488.0944 kg-m2  

Izz 488.0944 kg-m2  

Forward Ejector Force [F_Z] 10676.0 N 

Aft Ejector Force [F_Z] 42703.0 N 

Forward Ejector Moment [M_Y] -1920.0 Nm 

Aft Ejector Moment [M_Y] 14057.0 Nm 

Ejector Piston stroke length 0.10 m 

Table 2 – 6-DOF Properties of the Store Model 

 

Fig. 4 - Poly-Hexcore Mesh around the Store and a close-up of the prismatic layers near the nose 

  

Fig. 5 - Poly-Hexcore Mesh around wing and pylon. Dimensions in meters 

D. Solver Settings and Boundary Conditions 

A boundary distance-based donor priority method is used to achieve an accurate overset interface for this problem. 

This method is efficient when there is a small gap between the walls, like the one between the store and the pylon. 

Inviscid flow is invoked as viscous effects are not considered critical to the analysis, as shown in multiple studies 

[8, 9, 11]. Exploiting the symmetry of the geometry only one wing is modeled. A far-field boundary condition is 

applied on all the remaining surfaces of the background mesh, while an overset boundary condition is used on the 

surfaces of the component fluid volume, to define the interface between the background and the component. 

Rigid body motion settings are defined for store wall. In order to do so, a User Defined Function has to be 

previously defined, containing the mass and inertial data of the store, as well as the ejection forces and moments. The 

component zone attached to the store is also given a passive rigid body motion attribute to ensure it follows the store. 

The ideal gas equation is obeyed for this case. Air properties are described in Table 3. 

Density-based coupled solver with implicit formulation is used along with second-order upwind discretization in 

space and first-order-backward-Euler in time (refer to [5] and [6] for additional details). Least squares method is 

employed for special gradient calculation as well as for the overset interpolation weights. A fully developed steady-
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state solution is used as an initial condition for the transient analysis. The Courant number of 1 is used for the initial 

few time steps and later increased to 10, as per best practices [5, 6]. A time step size of 0.0005 seconds is used for 

transient solution for the transonic flow, while a time step size of 0.001 seconds is used for the supersonic flow. 

 
Flow Speed (Mach number) 0.95 1.20 

Altitude 7924.8 m 11600 m 

Pressure 35988.8 Pa 20589 Pa 

Temperature 236.639 K 216.65 K 

Gravity Acceleration 9.771 m/s2 9.7646 m/s2 

Table 3 – Free Stream far-field Boundary Conditions 

E. Transonic Flow Analysis 

Transient simulation for Mach number 0.95 is performed for 0.45 seconds with a time-step size of 0.0005 seconds.  

The store C.G location in the global coordinate system as a function of time is shown in Fig. 6. Ejector and gravity 

forces dominate the aerodynamic forces in the Z (vertical) direction. C.G coordinates display a satisfactory agreement 

with the experimental data, Table 4 shows a maximum error of 0.11 m in the X-coordinate. The store moves rearward 

and slightly inward as it falls. The discrepancy in the X-direction is expected since viscous effects are not included in 

this analysis. Overall, the inviscid assumption and the reduced computational associated with inviscid calculations 

seem reasonable. Store's angular orientation in the global coordinate system as a function of time is shown in Fig. 7. 

While the store is separated, the nose pitches up for some time due to the initial ejector forces, later the store pitches 

down due to the action of aerodynamic and gravity forces. Substantially, the store exhibits rolling and yawing motion 

outward towards the wingtip. A higher discrepancy can be found in the rolling motion leading to a maximum error of 

6.0° in the time frame. All the maximum errors in absolute terms are reported in Table 4. A frame by frame motion of 

the store is shown in Fig. 8 (next page). 

 

 

Fig. 6 – C.G. coordinates at M=0.95 

 

Fig. 7 – Euler’s Angles at M=0.95 

 

 

        

             

 

Table 4 – Maximum Errors in the Transonic Simulation

ΔX[m] ΔY[m] ΔZ[m] ΔRoll [°] ΔPitch [°] ΔYaw [°] 

0.11 0.06 0.04 6.0 2.5 3.2 
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Fig. 8 – Store position and orientation in 

Transonic Flow  

 

Fig. 9- Store position and orientation in 

Supersonic Flow  

F. Supersonic Flow Analysis 

Transient simulation for Mach number 1.20 is performed for 0.80 seconds, with a time-step size of 0.001 seconds. 

Comparing the results, the C.G. coordinates have a maximum error of 0.1 meters up to t=0.4 seconds, then the error 

starts to increase almost linearly, as shown in Fig. 10. The angular orientation (Fig. 11) displays a similar error up to 

t=0.4 seconds as well, then the errors in yaw and pitch start to decrease, following the experimental trend, while the 

roll error increases up to 8.7°. These results require further investigation in order to fully understand their peculiar 

behavior, which cannot be attributed to a single cause: the absence of viscous effects, as well as the use of a twice 

larger time-step, might be the parameters that should be firstly investigated in a future study regarding the supersonic 

flow. Despite this, the solution for the first 0.40 seconds can be considered satisfactory. A frame by frame motion of 

the store can be seen in Fig. 9 (above). 

 

ΔX[m] ΔY[m] ΔZ[m] ΔRoll [°] ΔPitch [°] ΔYaw [°] 

0.33 0.64 0.48 8.7 3.8 6.7 

Table 5 – Maximum Error for Supersonic Flow 

 

Fig. 10 – C.G. coordinates at M=1.20 

 

Fig. 11 – Euler’s Angles at M=1.20 

t=0.00 s 

t=0.10 s 

t=0.20 s 

 

t=0.40 s 

 

 

 

 

t=0.60 s 

 

 

 

 

 

t=0.80 s 
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IV. CFD Study of an STV Safe Separation from a FighterAircraft 

In the following section, the simulation of the separation procedure of two STVs from a fighter aircraft will be 

developed. For the sake of synthesis only one release sequence will be analyzed, despite the number of performed 

runs has been much greater. These calculations will be used by the Flight Test Engineers of the ItAF  Flight Test 

Department (“Reparto Sperimentale Volo”), in the preliminary phase of the upcoming flight test campaign to assess 

and mitigate risks related to the release of the STVs. The data obtained in the flight tests will then be confronted with 

the CFD data to optimize the model for future analysis. 

A. Task Origin Description 

The Flight Test Department of the ItAF, in particular the Technical Squadron, has always been responsible for the 

aeromechanical integration and safe separation testing of new stores onboard of ItAF military aircraft. In the context 

of cooperation between the Air Force Chiefs of Staff, and some Aerospace Industries, the Flight Test Department was 

given the task of certifying the safe separation of a laser-guider light weapon from a fighter-type aircraft. To do so, as 

the MIL-HDBK Test 271 (release test) prescribes in section 271.3.1 [12], the test article individuated is an inert 

separation test vehicle (STV) of identical shape and mass properties, but without complex mechanisms, as described 

in the following paragraphs.  

B. System Configuration Description and Geometry 

The worst separation configuration and test conditions have been used in the present calculation: on the ventral 

fuselage pylons 3 stores are mounted, 2 STVs in the central and left pylons, and a Pod on the right pylon. The 3D 

CAD model used can be seen in Fig. 12. The aircraft has not been modeled, making the approximation of considering 

the pylons attached to an infinite flat plate. The Pod geometry also has been simplified, using the geometry shown on 

the left of Fig. 12. The STV geometry and reference frame can be seen in Fig. 13. As far as the CFD model is 

concerned, each STV has been modeled as a component, whereas the pylon and Pod have been modeled together as 

the background domain. 

 

 

Fig. 12 – 3D CAD Model of pylons, stores, and simplified Pod geometry 

 

POS 1 POS 2 
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Fig. 13 – STV Reference Frame 

 

 

Table 6 – STVs Inertial properties and ejection 

forces 

The release sequence consists of two distinguished moments: the first store released is the one from the central 

position (called Station 1, and in this paper, this STV will be referred to as STV 1), and then, after a period long 

enough to consider the two separations as independent, the second store is released from the left shoulder (called 

Station 2, and in this paper, this STV will be referred to as STV 2). The stores are ejected using two pistons positioned 

at 20 inches between the centerline of the suspension lugs, the latter are not modeled. Store mass, center of mass 

position, inertial properties, and ejector parameters are tabulated in Table 6. 

C. Computational Domain and Mesh 

The same methodology illustrated in section III has been applied, using ANSYS Inc. Fluent® Poly-Hexcore 

Mosaic Meshing and Solver. The computational domain for the background component consists of a parallelepiped 

(150x100x100) m, generated around the pylons and the Pod, while the component mesh is a parallelepiped 

(4.4x2.3x2.3) m. The mesh is a Poly-Hexcore mesh with inflation, using a curvature local sizing on the wall surfaces 

of the pylons and stores, as well as a body of influence region closer to the pylons. Each component mesh (shown in 

Fig. 14) is then appended to the background mesh, and one release per run is performed using the 6-DOF solver. 

 

 

Fig. 14 – Poly-Hexcore mesh of each STV 

D. Solver Settings and Boundary Conditions 

The same hypothesis invoked in section III will be applied. The background face where the pylons are attached is 

modeled as a wall surface, and a far-field boundary condition is applied on all the remaining surfaces of the background 

mesh. Air properties are described in Table 7. The ideal gas equation is obeyed for this case. The overset boundary 

condition is used on the surfaces of the component fluid volume, to define the interface between the background and 

the component. Rigid body motion settings are defined for store walls. 

Density-based coupled solver with implicit formulation is used along with second-order upwind discretization in 

space and first-order-backward-Euler in time (refer to [5] and [6] for additional details). Least squares method is 

employed for special gradient calculation as well as for the overset interpolation weights. A fully developed steady-

state solution is used as an initial condition for the transient analysis. The Courant number of 1 is used for the initial 

few time steps and later increased to 10, as per best practices [5, 6]. A time-step size of 0.001 seconds is used. 

 

 

Mass 246.754 kg 

Center of Mass (aft of STV nose) 1016.84 mm 

Ixx 2.4472kg-m2   

Iyy 72.7518kg-m2  

Izz 72.7288 kg-m2  

Forward Ejector Force [F_Z] -3922.66 N 

Aft Ejector Force [F_Z] -3922.66 N 

Forward Ejector Moment [M_Y] -1208.6 Nm 

Aft Ejector Moment [M_Y] 784.1 Nm 

Ejector Piston stroke length 0.10 m 
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Altitude [ft] Mach AoA Pressure [Pa] Temperarture [K] Nz CFD method 

20’000 0.85 5° 46’563 249 1 Density Based 

Table 7 - Free Stream far-field Boundary Conditions 

E. STV 1 Release Simulation Results 

In the following figures, the simulation results of the STV 1 separation can be seen. The STV presents a nose-

down motion up to 0.40 seconds, while it oscillates in yaw and has a constant roll rotation. The roll motion is due 

mostly to the interference generated by the Pod and the second store. Overhaul the store behavior can be considered 

safe&acceptable.  

 

 

Fig. 15 – C.G. position and Angular Orientation of STV 1 released from 20’000 ft at Mach number 0.85 

 

  

 

Fig. 16 – STV 1 position and orientation during release from 20’000ft at Mach number 0.85 
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F. STV 2 Release Simulation Results 

In the following figures, the simulation results of the STV 2 separation can be seen. The STV presents a nose-

down motion up to 0.35 seconds, while it oscillates in yaw and has a constant roll rotation. The roll motion is due 

mostly to the interference generated by the Pod. The angular motion has a smaller amplitude compared to STV 1. 

Overhaul the store behavior can be considered safe&acceptable. 

 

 

Fig. 17 - C.G. position and Angular Orientation of STV 2 released from 20’000 ft at Mach number 0.85 

 

 

 

Fig. 18 - STV 2 position and orientation during release from 20’000ft at Mach number 0.85 

V. Conclusions 

In this paper, the validation of a CFD model based on an innovative overset Mosaic meshing algorithm (patented 

by ANSYS Inc. Fluent®), was performed. Experimental and CFD results in section III display a good agreement and, 

therefore, demonstrate good potential for the method applications in support of future test campaigns, as evaluated in 

section IV. The predicted motion of the STVs separations can be considered safe and acceptable in the selected test 

conditions and will be used by the ItAF Flight Test Department in the risk assessment and mitigation of an upcoming 

flight test campaign. In turn, the flight test results are going to be used in future studies to improve the CFD model, 

using a Predict-Test-Validate methodology. Another application that has been studied by the author but not added to 
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t=0.20 s 
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the present paper, is the study of the separation of a conceptual small-satellite multi-stage launcher from an underwing 

hardpoint of a different fighter aircraft in a steep climb (Fig. 19). The predictions are going to be used by the University 

“La Sapienza” to improve their design of the launcher, for a future realization of an air-launch-to-orbit capability. 

 

 

Fig. 19 – Conceptual small-satellites launcher separation from an underwing hardpoint 
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Aerodynamic Performance Comparison of a 

Conventional UAV Wing with a FishBAC 

Morphing Wing  

A.Wong1   
Royal Melbourne Institute of Technology, Bundoora, Victoria, 3038, Australia 

Morphing wings have been studied for their favourable aerodynamic performance under a wide range of lift 

coefficients. This paper presents a simple but effective structure and mechanical actuation system for a UAV 

morphing wing using flexible ribs (Fish Bone Active Camber), a Flexible Matrix Composite skin and a torsion 

rod for actuation. A standard Precedent T240 R/C model aircraft wing was retrofitted with an equivalent full-

span 70% chord morphing wing. The aerodynamic performance of both wings was compared using 

TORNADO, XFLR5 and wind tunnel test. Because the morphing wing replaced conventional ailerons and 

flaps, maximum lift and roll performance were also compared. The results show that the morphing wing gives 

14% to 89% better performance in L/D ratio for a typical range of 𝑪𝑳. The maximum lift coefficient had an 

increase in performance by 23%. Whilst the roll rate of the morphing wing was near identical to the 

conventional T240 wing.  

 

Keywords: Morphing wing, FishBAC, wind tunnel test, XFLR5, TORNADO, Flexible Matrix Composite  

I. Nomenclature 

𝛼  = Angle of attack, in 𝑑𝑒𝑔 

𝛼𝑠𝑡𝑎𝑙𝑙   = Angle of attack at which stall occurs, in 𝑑𝑒𝑔 

𝐿  =  Lift, in N 

D = Drag, in N 

𝐿/𝐷 = Lift to Drag ratio 

𝐶𝐿 = Coefficient of Lift 

𝐶𝐷 = Coefficient of Drag 

𝐶𝑙 = Coefficient of Rolling Moment 

𝛿 = Control surface deflection angle, in 𝑑𝑒𝑔 

𝛿𝑎 = Aileron deflection angle, in 𝑑𝑒𝑔   

𝛿𝑓 = Flap deflection angle, in deg 

𝛿𝑚 = Morphing wing deflection angle, in deg 

�̇� = Initial roll rate, in 𝑑𝑒𝑔/𝑠 

p = Density, in 𝑘𝑔/𝑚3 

V = Airspeed, in 𝑚/𝑠 

S = Wing area, in 𝑚2 

b = Wingspan, in 𝑚 

c = Chord, in 𝑚 

Re = Reynolds number 

𝐼𝑥𝑥  = Mass moment of Inertia about x-axis, in 𝑘𝑔/𝑚2 

Γ = Dihedral angle, in 𝑑𝑒𝑔 

II. Introduction 

Morphing wings provide various benefits for aircraft depending on the type of morphing wing the aircraft adopts 

however there are general advantages that all morphing wings can provide. Morphing wings improve the aerodynamic 
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performance of the aircraft since they have smooth continuous profile [1,2] (discontinuous profiles cause disrupted 

airflow) and they are able to increase the lift coefficient for the same altitude through changes in wingspan, chord 

length, camber and sweep. The improved aerodynamic performance of an aircraft results in less fuel consumption and 

results in improved range [2]. The lift to drag ratio is improved due to the increase in lift [2]. The take-off distance 

and landing distance of aircrafts can be reduced through the use of morphing. There can be a reduction in noise due 

to the lack of control surfaces [3].  

Morphing wings also come with disadvantage which is dependent on the type of morphing wing that the aircraft 

uses however there are general disadvantages that all morphing wings have.  Morphing wings have more complex 

systems than the conventional wings leading to an increase of weight when compared to conventional wings.  There 

is an increase in drag, in the form of induced drag which is due to the increase in lift however the increase in drag is 

small compared to the increase in lift. And in-order to draw out the maximum potential of morphing wings, they 

should not be retrofitted to aircraft but instead aircraft should be designed with the use of morphing wings in mind. 

The morphing wing concept was first introduced before the first powered flight in 1903 [4]. However due to the 

technological limitations of the time that is materials available during that time was not strong and flexible enough, 

the concept was abandoned in favour of powered flight.  

Birds have inspired early aviators with their flight. This led to the pursuit of morphing vehicles. The smooth and 

continuous shape-changing capability that birds possess however was beyond what was technological capable at the 

time. Aviators turned to variable geometry designs using conventional hinges and pivots both of which were used for 

many years. Since the recent advances in aerodynamics, controls, materials and structures the interest in morphing 

vehicles have been reignited and bird-like flight that is smooth and continuous shape change for aircraft is now once 

again pursued [5].  

Morphing wings can be split into three major groups: planform alternation, out-of-plane transformation and 

camber change.  Planform alternation is the when the wing is altered through a change in area or wing sweep 

adjustment.  Out-of-plane transformation is the when the wing is twisted or the chord or the span wise camber are 

adjusted. Airfoil adjustment is when the thickness of the airfoil is altered. Planform alternation and out-of-plane 

transformation both have multiple methods of morphing. Planform alternation has three general methods of alteration; 

wing span adjustment, change in chord length and change in sweep angle.  Out-of-plane transformation also has three 

general methods of alteration; chord-wise bending, span-wise bending and wing twist [1]. 

In this paper the performance of a medium sized UAV, the Precedent T240 wing will be compared to a morphing 

wing. The wings were compared on their aerodynamic performance specifically 𝐶𝐿, 𝑉𝑠𝑡𝑎𝑙𝑙 , 𝐿/𝐷 at any given 𝐶𝐿 and 

�̇�. To be comparable to the conventional wing, the morphing wing was designed to have the same geometry as the 

precedent T240 wing. 

III.  Morphing Wing Design 

There are three general methods to morph a wing which are: morphing through internal mechanisms, piezoelectric 

actuation, and shape memory alloy actuation. Internal mechanisms - Morphing is achieved through the alteration of 

the internal structure of the wing. Where rib deformation (hinge) is the most common [1]. Piezoelectric actuators- 

Morphing by piezoelectric actuation is achieved through the deformation through electrical current i.e when the 

piezoelectric material experiences an electrical current the material deflects [6]. Shape memory alloys (SMA), has the 

property of shape memory as the name implies has the ability to return to the initial shape after being deformed by a 

weight load that is activated by heat caused by an electrical current [7]. 

The morphing wing design in this study was based on the FishBone Active Camber better known as FishBAC is 

a morphing wing concept that provides an alternative to conventional flaps and other morphing camber designs.  The 

FishBAC is biologically inspired from fish skeleton, the FishBAC’s purpose is to generate large continuous changes 

in airfoil camber and section aerodynamic properties.  The structure of a FishBAC is generally made up of a rib that 

consists of thin chordwise bending beam spine with stringers branching off that are connected to a pre-tensioned 

elastomeric matric composite (EMC) skin surface.  The core and skin of the FishBAC are designed to have close to 

zero Poisson’s ratio in the spanwise direction.  

 

The out-of-plane stiffness is increased by pre-tensioning the 

skin in the chordwise direction this also eliminates lower surface 

skin buckling when undertaking morphing. The deformation of 

the FishBAC occurs through compliance, the bending deflections 

are caused by a high stiffness tendon system.  

         Fig. 1 An example of a FishBAC rib design [8]. 
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In Wood’s design, shown in Fig. 1, actuators are mounted in the D-spar drive, a tendon spooling pulley through a 

non-backdrivable mechanism [8]. Therefore, no actuation energy is required to hold the deflection position of the 

structure. This also allows the stiffness of the tendons to contribute to load carrying (chordwise bending is experienced 

when under aerodynamic loads), without increasing the energy required to deflect the structure. A torsion rod is used 

for actuation, this will be covered further in the paper. 

 

A. Compliant morphing skin 

The skin for the wing will be a dual 

skin concept consisting of an upper and 

lower skin, the upper skin being the 

compliant morphing skin and the lower 

skin being a thin aluminium plate able 

to bend without plastic deformation. 

The morphing skin will need to have 

low out-of-plane stiffness that is being 

able to be deformed chordwise and so 

that it will not require a high actuation 

force whilst also possessing high in-

plane stiffness that is being rigid in the 

spanwise direction. The morphing skin 

will also require a zero Poisson’s ratio 

since the skin should not contract in the 

spanwise direction when the camber 

morphing occurs.  

Morphing wings require skins that 

are able to facilitate geometrical 

changes which are better known as 

morphing skins or compliant skins. These geometrical changes could be extensions and/or contractions depending on 

the morphing method of the wing. Various compliant morphing skins are available, however using an elastomer sheet 

on its own and in combination with structural actuation components is common [9-13].  

Some examples of complaint morphing skins include: the honeycomb and its variant the accordion a honeycomb 

[9-11], corrugated skin [14], a SMA actuator skin composite [15], the elastomer skin and corrugated core composite 

[12], elastomer foam [13], a pneumatic muscle fibre with a silicone matrix [16], and the Saristu, silicone and foam 

with aluminium [13]. The pneumatic muscle fibre with a silicone matrix skin inspired further reading into the concept, 

leading to the Flexible matrix composites (FMC) concept.  

Flexible matrix composites (FMC) like 

normal composites are constructed from 

two or more materials; one generally being 

an elastic material which is called the 

matrix material and the second being the 

rigid, strength providing fibre material 

which is simply the fibre material. An 

FMC allows for large strains and low in-

plane stiffness in the matrix dominated 

direction whilst the fibre matrix dominated  

has high stiffness and improves out of 

plane load carrying capability. 

In comparison to regular composites 

FMC have a higher ratio of fiber/matrix 

however they use the same formulae for various mechanical properties for example elastic modulus and Poisson’s 

ratio [18]. Matrix materials for FMC tend to typically be silicone, rubber and thermoplastic whilst fibre materials are 

typically fibreglass, carbon fibre and Kevlar [18,19]. 

Considering that part of the scope of the research is to have a simple design that can be utilized by a wider aerospace 

community that may lack resources to implement said design, the FMC skin concept was selected over the other 

concepts as it the simplest concept of the three yet still effective as there it does not require perfection as there are 

fewer variables to account for that is the matrix material, fibre material and the fibre orientation.    

Fig. 3 FMC fibre orientation for a) span morphing and b) for camber 

morphing [18]. 

Fig. 2 Comparison of wing geometry a) T240 b) Morphing Wing c) 

Wing parameters. 
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The initial FMC skin was to have unidirectional carbon fibre to be infused with silicone as proposed by Murray 

and Kirn [18,19].  Following the advice of Murray and Kirn in their respective papers, various methods were carried 

out to manufacture a proper working compliant morphing skin. The issue with the initial concepts was that they all 

prioritized the flexibility of the skin which is why the carbon fibre in the silicone was not hardened by any resin. The 

final skin used carbon fibre laminate instead of dry carbon fibre fabric. The skin incorporated strips of carbon fibre 

corresponding to the lengths of the leading edge to the initial rib section of the wing, the width of the spine of the rib 

and the final rib to the trailing edge section of the wing with spacing in between for silicone. The carbon fibre laminate 

infused with silicone did show some slack between the ribs however the slack was less than that of what was seen 

with the initial skin. The slack was then eliminated by adding brackets along the FishBAC spines and by adding two 

brackets on the underside of the FMC skin where the skin meets the start and end of the trailing edge and leading edge 

respectively. 

 

Fig. 4 Isometric view of the Morphing Wing components 

B. Morphing Wing Components 

The internal structure of the morphing wing is shown in Fig 4. The morphing of the wing is conducted through 

rotation of the torsion rod. The control arm is also deflected due to the rotation of the torsion rod. The control arm acts 

as a guide for the deflection for the FishBAC rib. The ribs are made of three components: bracket, FishBAC rib and 

rib end. Since only the middle section of the rib is deflected i.e. the FishBAC rib the bracket and rib end are rigid 

components. The supporting rod assists in deflecting each of the ribs across the wingspan uniformly. The bracket and 

rib end attach the rib to the spar and leading edge and the trailing edge respectively. The reinforcing brackets located 

along the spines of the FishBAC ribs prevent the FMC skin from slacking into the gaps between each of the spines. 

The compliant morphing skin and the thin aluminium plate facilitates the extension in the upper surface and the 

contraction of the lower surface of the wing respectively. 

To prevent any separation of the thin aluminium plate from the wing, a thin aluminium sleeve was bonded to the 

trailing edge to allow for the plate to freely slide in as necessary to prevent any separation from the wing, this is shown 

in Fig.2 and Fig.5. 
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IV. Simulation & Results 

Aerodynamic performance was predicted using both 

XFLR5 and TORNADO. XFLR5 is a performance 

approximation tool based on the XFOIL airfoil tool [22] 

whilst TORNADO is a VLM based solver that is an 

extension of MATLAB [23]. XFLR5 can perform both 

viscous and non-viscous aerodynamic analyses using any of 

the three methods; LLT, VLM and 3D panel methods [7]. 

XFLR5 does have its limitations as it cannot capture flow 

separation at low Reynolds numbers (less than Re 25000) 

and it tends to overestimate results however the results are 

still generally acceptable [24]. XFLR5 does not consider the 

thickness of the airfoil as it takes a thin body principle i.e it 

uses the mean camber line as the airfoil. [7,25]. Because 

XFLR5 does not consider the thickness of the airfoil, 

XFLR5 is mostly suited and accurate for thin airfoils [26].   

XFLR5 is suited for low Re number analyses and for α 

before stall as it fails to capture separation of the flow [27-

29]. XFLR5 performs well for viscid 2D applications and 

with limitations in 3D [30]. Since XFLR5 is best used for 

low Re number and low α applications it is best used for 

small UAVs. XFLR5 tends to underestimate drag because 

it cannot determine viscous drag and that simulating the 

aircraft is a detriment [30]. 

 

 

 
Fig. 6 XFLR5 analysis at Re 337,000 for a) T240 - 𝑪𝑳 vs α at Re 337,000 b) Morphing Wing - 𝑪𝑳 𝒗𝒔 𝜶. 

 

The inviscid VLM method was performed for the 3D results of the morphing wing simulations. TORNADO can 

solve for aerodynamics coefficients using two methods; regular VLM which is based on fixed wake, or the 

TORNADO method which has a free stream following the wake [31]. Because one of the methods TORNADO uses 

is VLM, TORNADO is best suited for pre-stall 𝛼 [23]. Pereira [31] found that the variation of results in TORNADO 

tend to decreases as the number of panels assigned to the lifting surface increases. TORNADO does not capture 

cambered wings performance well, since it treats the cambered wing as a flat thin wing approximation where the 

boundary conditions are shifted [23]. Melin found that a minimum of eight panels should be used, as it still gives good 

comparable results when compared to experimental data [23]. Like XFLR5, TORNADO is best suited for larger forces 

and not suited for viscous forces such as drag [23, 31]. For the roll motion of the morphing wing TORNADO begins 

to diverge from the experimental results immediately. 

Fig. 5 Morphing Wing deflected for the Wind tunnel 

testing a) Top surface view b) Bottom surface view. 
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This could be due to the fact that TORNADO uses the VLM method which treats the wing as a thin plate where 

only pressure difference between the top and bottom surfaces is taken into consideration.  

From Fig. 6 and Fig.7, the results from XFLR5 and TORNADO could be considered identical for the conventional 

T240. However, this is not the case for the morphing wing, as seen in Fig. 7, due to TORNADO treating the wing as 

a thin plate whilst XFLR5 still has the fully cambered 2D results to generate the 3D results. 

The difference between the two shows that TORNADO would not be suitable to predict the results of the morphing 

wing from 𝛿𝑚 > 10° as 𝐶𝐿 continues to increase when reality it would decrease due to separation of flow i.e. where 

morphing no longer provides a benefit. This is seen again in Fig.8 where �̇� generally increases as 𝛿 increases while it 

begins to decrease after 𝛿𝑚 > 25° in the wind tunnel test results. This difference in accuracy also extends to the 

conventional wing analysis where results are most accurate for 𝛿𝑎 < 10°.This again shows TORNADO, VLM does 

not consider separation when conducting analyses as the method is best suited for low 𝛼.  

 
 

Fig. 7 TORNADO analysis at Re 337,000 for a) T240 - 𝑪𝑳 vs α at Re 337,000 b) Morphing Wing - 𝑪𝑳 𝒗𝒔 𝜶. 

 

However, that being said the accuracy of the results from XFLR5 and TORNADO are considered satisfactory it is 

in within 10% - 20% of the actual result for low 𝛿𝑚 as the maximum benefit of morphing comes from this range where 

𝐶𝐷 would still be low. Therefore, for morphing wings XFLR5 and TORNADO should be used as an initial estimate 

for the aerodynamic performance and a wind tunnel test should be conducted to obtain the actual performance of the 

wing. 

 

 
Fig. 8 Difference in TORNADO and wind tunnel testing for �̇� 𝒗𝒔 𝜹 at Re 337,000 for a) Morphing Wing b) 

Conventional T240. 
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V. Results & discussion 

Post wind tunnel testing Eq. 1 to Eq. 3 and the Lift and Drag equations were used to generate Fig. 8 to Fig. 12. 

From both Fig. 10 and Fig.11 the  𝐶𝐿 𝑚𝑎𝑥 of the conventional T240 and the morphing wing was approximately 1.2 and 

1.4 respectively an increase of 15%. By using Eq. 1, the 𝑉𝑠𝑡𝑎𝑙𝑙  of the conventional T240 and the Morphing wing was 

10.9 m/s and 12.9 m/s respectively given that a difference in 𝑉𝑠𝑡𝑎𝑙𝑙 is only 2 m/s. If 𝐶𝐿 performance during turbulent 

flow is considered then the morphing wing can increase the 𝐶𝐿 23%. 

Considering that the morphing wing is heavier than the conventional T240 and given that it has yet to be optimised 

for weight. This means that there is room for improvement for example; if the weight of the morphing wing was 

reduced so that it would be only 75% 

heavier than the conventional T240 wing 

then the stall speed would match with the 

T240 wing.   

From Fig. 10, for the range of 𝛼 

analysed it can be seen that 𝛿𝑚 increases the  

𝛼𝑠𝑡𝑎𝑙𝑙  decreases. This can be observed as 

the linearity of the 𝐶𝐿- 𝛼 curves for higher 

𝛿𝑚. It can be said that 𝐶𝐿 increases 

relatively linearly with  𝛿𝑚. It can be said 

that 𝐶𝐿 increases relatively linearly with  

𝛿𝑚. For the anlaysed 𝛿𝑚, the 𝐶𝐿 behaviour 

of the morphing wing seems to be split into 

three outcomes. For the anlaysed 

𝛿𝑚=[0°,15°] there is a linear increase in  𝐶𝐿. 

Between 𝛿𝑚= [15°,25°] the increase in 𝐶𝐿 at 

this point the wing could have already 

reached the stall condition. After 𝛿𝑚= 25°, 

the  𝐶𝐿  drops however the difference in  𝐶𝐿 

between 𝛿𝑚 is minimal. 

 

Fig. 9 Wind tunnel test result of the T240 for 𝑪𝑳 𝒗𝒔 𝜶 at Re 337,000 

 

The dotted lines through each of the 𝛿𝑚 in Fig. 10 displays the possible linear conditions of the morphing wing, 

however the most stable behaviour was taken when  𝐶𝐿 𝑚𝑎𝑥  was determined. From Fig. 12 it can be seen that, as 𝛿𝑚 

increases the pool of data points shift towards the right and lower this is due to the increase in 𝐶𝐿 due to 𝛿𝑚  and the 

decrease in 𝐿/𝐷 due to the increasing 𝐷. For conventional wing, 𝐿 is a function of both 𝑉 and 𝛼. A camber morphing 

wing, 𝐿 is a function of both 𝑉,  𝛼 and 𝛿𝑚.   

                                                                         𝑉𝑠𝑡𝑎𝑙𝑙 =  √
𝑚

1

2
𝜌𝑆𝐶𝐿 𝑚𝑎𝑥

                                                                       (1)         

Therefore if 𝑉 is kept consistent then for any given 𝐶𝐿 there are various possible combinations of 𝛼 and 𝛿𝑚 to 

achieve said 𝐶𝐿. From the large pool of 𝐿/𝐷 for 𝐶𝐿 it would be ideal to cruise at the highest 𝐿/𝐷 for any given 𝐶𝐿. 

Therefore, during cruise it would be ideal for a camber morphing wing aircraft to alter its 𝛼 and 𝛿𝑚 to achieve a 

maximum 𝐿/𝐷 for a given 𝐶𝐿. From Fig.12 it can be said that, as 𝛿𝑚 increases the pool of data points shift towards 

the right and lower this is due to the increase in 𝐶𝐿 due to 𝛿𝑚  and the decrease in 𝐿/𝐷 due to the increasing 𝐷. 

For conventional wing, 𝐿 is a function of both 𝑣 and 𝛼. A camber morphing wing, 𝐿 is a function of both 𝑣,  𝛼 and 

𝛿𝑚.  Therefore if 𝑉 is kept consistent then for any given 𝐶𝐿 there are various possible combinations of 𝛼 and 𝛿𝑚 to 

achieve said 𝐶𝐿. From the large pool of 𝐿/𝐷 for 𝐶𝐿 it would be ideal to cruise at the highest 𝐿/𝐷 for any given 𝐶𝐿. 

Therefore, during cruise it would be ideal for a camber morphing wing aircraft to alter its 𝛼 and 𝛿𝑚 to achieve a 

maximum 𝐿/𝐷 for a given 𝐶𝐿. 

By observing Fig. 10 it can be seen that in the base morphing wing outperforms the conventional T240. The 

𝐿/𝐷 for a given 𝐶𝐿 for the morphing wing at 𝛿𝑚 = 0° is generally 20% larger than the conventional T240 wing with 

zero inputs. Since the morphing wing is designed to be identical to the T240 wing it should have identical performance 

to the T240 wing. The only difference being that the morphing does not have discontinuous control surfaces such as 

flaps and ailerons as well as components related to their actuation.  The difference in performance could be due to a 

number of factors such as the aforementioned lack of control surfaces, difference in geometry due to manufacturing 
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and surface finish. Given the T240’s range of 𝐶𝐿, the morphing wing has larger 𝐿/𝐷 for a given 𝐶𝐿 than the T240 until 

𝛿𝑚 = 20° . Therefore the 20% offset in performance should be ignored. To facilitate this the morphing wing was 

compared to itself in relation to 𝛿𝑚 = 0° and is treated as the T240 wing.The median increase in the performance of 

the morphing wing for each applicable 𝛿𝑚, considering the range of 𝐶𝐿 and in relation to 𝛿𝑚 = 0°;  

• 𝛿𝑚 = 2° : 14% 

• 𝛿𝑚 = 3° : 30% 

• 𝛿𝑚 = 5° : 41% 

• 𝛿𝑚 = 10° : 89% 
 

                                                                                  𝐶𝑙 =
𝑀

𝑞𝑆𝑏
                                                                                (2) 

                                                                                   �̇�  ≈
𝑀

𝐼𝑥𝑥
                                                                                (3) 

Note that for roll motion of the conventional T240, a roll moment occurs via deflections of both ailerons in opposite 

directions. Whilst for the morphing wing a roll moment occurs via a single wing being deflected whilst the other wing 

remains undeflected. Whilst for the morphing wing a roll moment occurs via a single wing being deflected whilst the 

other wing remains undeflected. From Fig. 11 for roll motions conducted the morphing wing outperformed the 

conventional T240 wing from a 𝛿𝑚= 3°, where the difference in performance increase until around 𝛿𝑚=15°, at 𝛿𝑚=20° 

the benefits of morphing wing for begins to taper off. 

 

 

Fig. 10 Wind tunnel testing results for the Morphing Wing - 𝑪𝑳 𝒗𝒔 𝜶 @ Re 340000 (50 km/h). 

With this observation it could be said that the morphing wing generally has a larger 𝐶𝑙 for most 𝛿 than the 

conventional T240. This is likely due to more chord length of the morphing wing is deflected and the deflection is 
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continuous whilst the conventional T240 uses less chord length and the deflection is discontinuous and sharp.  

 
Fig. 11 Wind tunnel test result for both T240 and Morphing Wing: a) 𝑪𝒍 𝒗𝒔 𝜹 at Re 337,000 b)  �̇� 𝒗𝒔 𝜹 at Re 

337,000. 

 

It can be concluded that the morphing wing has a better roll performance than that of the conventional T240 wing. 

This would only be the case if the morphing wing has the same 𝐼𝑥𝑥  as the conventional wing. Because of the wing is 

being retrofitted on aircraft, therefore only 𝐼𝑥𝑥  of the wings was considered since 𝐼𝑥𝑥 of the rest of the aircraft would 

be the same as the conventional T240 wing setup. Because of the difference in the 𝐼𝑥𝑥 , the �̇�, initial roll rate must be 

considered. 

 

 

Fig. 12 Wind tunnel test results for both T240 wing and Morphing Wing - 𝑳/𝑫 𝒗𝒔 𝑪𝑳 @ Re 337000. 

Since both configurations have identical wingspans and are tested at the same airspeed, the �̇� is examined instead 

of 𝑝. By examining the �̇� of both wings seen in Fig.11, the conventional T240 slightly outperforms the morphing wing 

for all 𝛿. This however does not disprove the notion that morphing wing outperforms conventional T240 wing as the 

morphing wing has not yet been optimised for weight therefore weight reductions can be made and the internal layout 

of the morphing wing could be altered which would reduce the 𝐼𝑥𝑥 of the morphing wing setup. �̇� is dependent on 

moments generated by the wings and the 𝐼𝑥𝑥 . To increase the �̇� one could increase the rolling moments generated by 

the wing or decreases the 𝐼𝑥𝑥  of the aircraft. Since the rolling moment has already been increased through morphing 
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of the wing, the most logical step would be to decrease the 𝐼𝑥𝑥  of the aircraft or in this case wing. As predicted the 

there is a drop in 𝐶𝐿 if 𝛿𝑚 too large, this would in turn lead to a drop in roll (𝐿 or 𝑀) which in turn would decrease the 

𝑝 (roll rate). Therefore, anymore further morphing beyond 𝛿𝑚 = 25° is detrimental to  𝐶𝐿, 𝐶𝑙, and �̇�. 

VI. Conclusion 

In this study a comparison between the aerodynamic performance of a Precedent T240 model aircraft and a simple 

morphing wing of the same geometry was designing, manufactured, and tested using simulation and wind tunnel 

experiments. The morphing wing has better L/D performance for a given 𝐶𝐿 ranging from 14% to 89% depending on 

the combination 𝛼 and 𝛿𝑚. The 𝐶𝐿𝑚𝑎𝑥 performance of the morphing was also greater than the conventional T240 by 

15% at a lower α. The morphing wing is heavier than the conventional wing, but this was offset by a better roll 

capability using differential morphing which resulted in a near identical initial roll rate to the T240. A compliant 

morphing skin using the FMC concept with silicone and carbon fibre was designed, manufactured and tested. The 

FMC skin was able to expand and contract without any damage to the skin during morphing process. The study has 

shown that a simple design for a morphing wing is a feasible actuation method and effective design as the aerodynamic 

behaviour of the wing is typical for a camber morphing wing. 
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